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Welcome to the Delphix Continuous Data documentation!

This information explains how to deploy Continuous Data Engines for data virtualization, use its features, or tune its
configurations for optimal performance. The content has been organized into several categories, available from the
lefthand navigation.

List of Continuous Data documentation versions in PDF format.

Versions in primary support:

15.0.0.0_ContinuousData....

14.0.0.0_ContinuousData....
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13.0.0.0_ContinuousData....

12.0.0.0_ContinuousData....

11.0.0.0_ContinuousData....

Continuous Data - Continuous Data Home
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10.0.0.0_ContinuousData....

9.0.0.0_ContinuousData.p...

8.0.0.0_ContinuousData.p...

Continuous Data - Continuous Data Home
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7.0.0.0_ContinuousData.p...

6.0.17.2_ContinuousData....

6.0.17.0_ContinuousData....
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6.0.16.0_ContinuousData....

6.0.15.0_ContinuousData....

6.0.14.0_ContinuousData....
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6.0.14.0_ContinuousData....

Versions in extended support:

6.0.13.0_ContinuousData....

6.0.12.0_ContinuousData....

Continuous Data - Continuous Data Home
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6.0.11.0_ContinuousData....

6.0.10.0_ContinuousData....

6.0.9.0_ContinuousData.p...
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6.0.8.0_ContinuousData.p...

6.0.7.0_ContinuousData.p...

6.0.6.0_ContinuousData.p...
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6.0.5.0_ContinuousData.p...

6.0.4.0_ContinuousData.p...

Versions in legacy support:

6.0.3.0_ContinuousData.p...

Continuous Data - Continuous Data Home
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6.0.2.0_ContinuousData.p...

6.0.1.0_ContinuousData.p...

6.0.0.0_ContinuousData.p...

Continuous Data - Continuous Data Home
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Quick references

+ Delphix Engine overview

« Standard deployment architecture
« New features

« Fixed issues

« Support matrices

Quick references- 16
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Release notes

This section covers the following topics:

« New features

« Fixed issues

« Known issues

« APl changes

« Support matrices

« Upgrade matrix

« Tested browser and operating systems

» Deprecated and end-of-life features

« Licenses and notices

 Data source integration (plugin) release notes

Release notes- 17
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New features

Release 15.0.0.0

- Improved VDB Provisioning efficiency for SQL Server
The provisioning efficiency of VDBs for SQL Server have been significantly improved by eliminating the
necessity to execute the checkpoint operation.

« Improved SQL Server Access Control List (ACL) update time for file stream files (for VDB operations)
Mitigates delays caused by the longer Access Control List (ACL) update time compared to the transaction log
interval, which is achieved by bypassing ACL checks during virtual database operations.

+ Fluentd logs download
Adds a capability that allows you to download Fluentd logs for debugging, as well as import the logs into
analysis tools.

« In-place conversion of an engine to Elastic Data (object storage)

System administrators can now convert an existing all-block-storage Continuous Data Engine to Elastic Data
(with object storage), in-place, without the need to replicate to a new engine. Note that a reboot update is
required to use this feature.

« Certification of Oracle 19c and 21c on SUSE 15 SP5
Oracle 19c and 21c on SUSE 15 SP5 are now certified.

- Datapatch
Adds support for invoking Datapatch against Oracle VDBs when they are provisioned, refreshed, rewound,
started, or enabled via Delphix Ul and CLI.

« Export an Oracle non multi-tenant or PDB snapshot to a physical Oracle ASM or Exadata database
This feature enables you to export data from an Oracle non multi-tenant, PDB snapshot, or timeflow point to
a physical Oracle database that uses Oracle Automatic Storage Management (ASM). This feature is especially
useful for Oracle target environments running on Exadata or ExaCC systems.

« IBM Db2

« SSL/TLS support for HADR ingestion
The Db2 plugin introduces SSL/TLS support for HADR ingestion, enhancing data security during
replication by encrypting data in transit between primary and standby databases.

« Dynamic Ul for Db2 virtualization
With the introduction of various dynamic Ul features, you can now experience a streamlined and
user-friendly interface that adapts based on your selected choices, simplifying the linking process.

Release 14.0.0.0

+ Elastic Data
Previously referred to as “Cloud Engines”, Continuous Data with Elastic Data allows you to leverage lower-
cost object storage in addition to traditional block storage. This has the effect of dramatically decreasing the
operational overhead of Continuous Data while enabling new use cases like long-term archival and
retention.
+ Private data center Elastic Data
Previously, Elastic Data was only available for Continuous Data Engines deployed in AWS (using S3) or
Azure (using BLOB storage). We now support deploying Elastic Data with on-premises, S3-compatible
object storage arrays.
+ Elastic Data on Oracle Cloud Infrastructure
Elastic Data may now be used in OCI, providing decreased operational overhead and enabling new
use cases, as mentioned above.
« Replication Failback
In the case of a failure on a primary Continuous Data Engine, failover may be used to swap operations to a

Release notes- 18
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secondary Engine. Previously, this was a one-time, terminal action. With failback, you can restore operations
back to the primary engine if the failure has been resolved, or if you simply want to test the failover process.
+ Purgelogs operation
The PurgeLogs operation now includes support for Oracle Multitenant dSources.
+ Oracle Staging Push
The Staging Push method of ingestion now supports point-in-time provisioning of data.
+ Couchbase
Couchbase 7.1.3 is now supported and several bugs have been resolved, such as increasing buffer size in the
bucket-list command, backup restore failures, and replication status checks.
« MySQL/Linux
There is now guidance for upgrading Source, Staging, and Target environments from MySQL 5.7 to v8.0. In
addition, new guardrails have been introduced to prevent incompatible refresh and rollback operations.
+ PostgreSQL
All RHEL v8.x operating systems are now supported. In addition, new protections have been introduced to
prevent accidental modification of parameters via VDB Config Template configuration.
« SAP HANA

VDB provisioning has been improved in scenarios when SAP HANA services scriptserver and others
are missing volume information.

« Support for upgrading OpenJDK Java
Enables the ability to provide your own Adoptium OpenJDK upgrades without upgrading the product.
Extends “Bring Your Own Java” to include Adoptium, not just Oracle.

+ ESXi8.0U1
Continuous Data may now be run on VMware ESXi 8.0 U1.

Release 13.0.0.0

« Recovery from failed VPDB in a Linked CDB
A variety of factors may cause an Oracle virtual pluggable database to fail in a linked container database. It is
now possible to recover from a failed Pluggable Virtual Database with a forced refresh or rewind operation.

« IBM Db2
Support for RHEL 8.8 has now been certified for Delphix. This release was originally published in June.

« MongoDB

Additional parameters are now supported in the mongodump and mongorestore commands. Backups

and restores can be customized more flexibly to improve data extraction and ingestion speeds, such as
parallel collections processing.
» PostgreSQL
Support has been added for PostgreSQL 15.0 on RHEL 9.0 and Azure Flexible Server for PostgreSQL 14.0. The
source sizing calculation has also been updated to more accurately represent the correct database size.
+ SQL Server
The following are now supported:
« SQL Server 2016 on Windows Server Core 2016
« SQL Server 2019 on Windows Server Core 2019
« SQL Server 2022 on Windows Server Core 2022
« SQL Server Developer Edition for all supported SQL Server versions

Release 12.0.0.0

« User audit for Delphix support
In a case where engine access is granted to Delphix Support to debug or fix issues, or any actions take any
actions, this is now tracked in its own audit log.

Release notes- 19
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« SMTPTLS
You can now add a certification for SMTP TLS authentication via the APl or command line.

« Refresh/Rewind of Oracle VDBs and VPDBs that have been exported to Oracle ASM Databases
Users may now refresh or rewind Oracle VDBs or VPDBs that have been exported to physical ASM databases.
The performance of the export to ASM can also be improved with the ability to specify specific RMAN file
section sizes.

« IBM Db2
The v4.6.0 release supports Staging Push with the Database Partitioning feature (DPF) and custom mount
points.

« MongoDB
The v1.3.0 release supports passing additional parameters to mongodump and mongorestore. This adds
parallel processing and flexibility to improve data extraction and ingestion speeds.

Release 11.0.0.0

«+ Staging push read-only Oracle databases
Supports staging-push ingestion from read-only databases.
« Partial ingestion via Oracle staging push
Partial ingestion enables the ability to ingest only selected Oracle tablespaces with Staging Push. This
feature allows you to subset the Oracle database by choosing only specific tablespaces.
+ MongoDB
Supports MongoDB Enterprise 6.0 and Mongo Atlas, including cluster-to-cluster sync to enable ingestion of
large, sharded databases.
« MySQL/Linux
Supports MySQL v8 across all certified editions.
» PostgreSQL
Supports point-in-time (PIT) provisioning using external logs and ingestion using the “pg_dumpall” utility.

Release 10.0.0.0

« Azure key vault integration
This release adds Azure Key Vault support for storing and accessing secrets, keys, and certificates necessary
for Continuous Data operations.

Release 9.0.0.0

+ READ_COMMITTED_SNAPSHOT parameter can now be set during VDB provisioning
This feature allows the SQL Server READ_COMMITTED_SNAPSHOT database parameter to be defined during
VDB Provision operations, either by specifying it as a VDB Configuration Parameter or associating the VDB
with a VDB Configuration Template. If defined, the parameter will be automatically set during Provision,
Refresh, and Rewind operations for the VDB.

« Export an Oracle virtual DB or virtual PDB to a physical Oracle ASM or Exadata database
This feature enables you to export data from an Oracle Virtual database (VDB) or a Multi-Tenant (MT) VPDB
to a physical Oracle database that uses Automatic Storage Management (ASM). This feature is especially
useful for Oracle target environments running on Exadata or ExaCC systems.

Release 8.0.0.0

« Oracle: Multiple virtual PDBs in a virtual CDB
This feature enables you to provision and manage multiple Oracle virtual PDBs to a virtual CDB (vCDB).
« AvCDBis a Delphix-managed, fully compatible Oracle Container Database created and maintained
by Delphix as part of the VDB provisioning workflow. This workflow allows organizations to automate
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their Oracle data lifecycle end-to-end, which results in developer productivity enhancements.
Additionally, because container databases allow it, Oracle users benefit from the Oracle licensing
agreement (which allows hosting up to three PDBs inside a vCDB).

This feature is only supported for Oracle versions 12.1.0.2 (with a patch for Oracle bug 18967466) and
later.

+ Source sizing for HANA
This feature enables you to calculate the source dataset size based on the total allocated space on the
mount point provided by the Delphix Engine for the dataset.

« Support for multiple backup paths in DB2
This feature supports multiple backup paths instead of one for dSource ingestion. This allows you to provide
a single backup path for the dSource ingestion and add more backup paths with a dynamic Ul to
accommodate for the extra backup directories where the backup was splitinto.

Release 7.0.0.0

« Oracle: Multi-Tenant TDE for VCDBs
Use transparent data encryption (TDE) with virtual container databases to secure data-at-rest. Existing TDE
keys can be used or data can be rekeyed upon deployment. Automated KeyStore sanitization ensures
production TDE keys are not shared to non-production environments.

« Oracle: staging push
Pushes new data to the Delphix DevOps Data Platform instead of requesting data on a polling interval.
Isolate ingests to Delphix from production instances. Gives the ability to leverage third-party backup
applications. Full-tested integration with Oracle Data Guard and Active Data Guard allows for staging DB to
be the standby DB, enabling tight point-in-time snapshots.

+ Cassandra: new Continuous Data connector
Continuously sync to Cassandra databases and deploy data to non-production environments. Deploy data
from multiple Cassandra nodes as a single virtual database. Track source changes along a continuous time
flow and redeploys data from any time. Quickly deploy data to new ephemeral instances. Branch production
data, apply data masking, and deploy to new developer sandbox environments.

& Multiple Device Removal for Delphix Engines version 6.0.12.0 to 6.0.17.X contains a breaking kernel module
change that requires a reboot in order for the new module to load. With that, a deferred reboot engine
upgrade operation will be unable to remove devices until a reboot is performed.

Release 6.0.17.0

+ Source sizing for Postgres and IBM Db2
This feature brings improved visibility for data source ingest management and metrics with data source size
information logs. The source volume sizes can now be viewed through engine APIs and easily integrate with
automation scripts.

+ Environment variables in hooks
This feature allows users to customize data deployments with hook scripts using environment variables,
defined by plugin connectors in DLPX_DATA_DIRECTORY. Automated hook scripts can be executed during
pre and post-deployment.

Release 6.0.16.0

« Elastic Data engines on Microsoft Azure
You can now use Azure Blob object storage in place of block storage to reduce operational costs. Cache only
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necessary data to engines in order to maintain consistent VDB performance. Allows for elastic expansion of
your storage footprint as-you-go in the cloud. Quickly deploy data to engines across regions, combining
these tools to achieve potential cost savings of 25%-80% depending on use and workloads.

Elastic Data engines cache resize

This feature allows your Elastic Data engine cache to meet changing cost-performance demands on-the-fly
by fine-tuning cache ratios for data ingestion and distribution use cases. Adapt to different workloads,
saving costs during idle situations and delivering high performance during heavy workloads.

Continuous Vault: additional security controls

New security controls are introduced for Ransomware Protection when using Delphix Continuous Vault.
Alert Profiles, dSources, and LogSync profiles can now be locked on Continuous Data Source Engines.
Delphix Continuous Ransomware Protection Solution provides Continuous Data Protection, Recovery,
Detection, and Compliance.

Non-admin user password reset

Non-admin users will be able to request a password reset if an email is associated with the account. The
password reset will continue to be controlled through LDAP/SSO for users on IdP platforms. Self-service
password reset is available both within the Ul and CLI.

Zero trust update for SAP HANA connector

A “least-privileged” OS user can now be used to run virtualization operations on a Delphix target

host. Aligning with Zero Trust initiatives, Delphix no longer requires a high-level OS user for virtualization.
Increased mount security

This change brings improved security controls that limit connections to Delphix Engines only from a defined
host list. NFS mount checks will now run on ephemeral mount points matched to specific host UIDs. Mount
checks are used to verify that the Continuous Data Engine is mountable before running virtualization
operations.

iSCSI parameter warnings

New warning to ensure iSCSI parameters on Windows Targets are optimized for Delphix Engines. The check
runs for Target environments during Add, Refresh, and Enable operations.

Database port customization for EBS plugin

This feature supports the provisioning of VDBs in EBS dbTechStack & AppsTier plugins to runon a
customized port. You can now provision database binaries(ORACLE_HOME) cloning and listener process to
run on a custom DB port and Application tier to connect to that port.

Release 6.0.15.0

Oracle MT TDE for system tablespaces

The next release enables system tablespaces on Oracle Virtual Databases to be encrypted using transparent
data encryption (TDE). Oracle system tables store database table information, index, sequences, and other
objects. Encrypting system tables in non-prod environments enforce security controls and prevents
database index and metadata tampering.

Staging push for Postgres

Staging push enables organizations to push data into Delphix without having to directly query production
instances. With staging push, teams can use 3rd party solutions to recover data to staging instances that
automatically sync to Continuous Data. This also enables logical replication workflows (common for PaaS
sources) and the use of tools like pgbackrest.

Staging Push for IBM Db2 HADR

Staging push will be added in the next release for IBM Db2 in a High Availability Disaster Recovery (HADR)
configuration. This gives teams an alternative way to sync data into the Continous Data.

Cache analysis for Elastic Data engines

We plan to add a Ul for teams to better understand the effectiveness of allotted Delphix Elastic Data engine
cache size. This enables users to optimize DCE cache sizes to meet required cost-performance levels for
VDBs.
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« Storage device removal Ul
The team will be able to remove disks on engines backed by block storage through the Ul in addition to the
CLlin6.0.15.

+ Zero trust for Postgres
6.0.15 supports custom “least privilege” OS user roles to be assigned to the “Delphix_0S” user to perform
virtualization operations from Postgres sources.

« TDE source database support for EBS plugin
6.0.15 supports TDE source databases for the EBS plugin.

Certifications

« Oracle 19c on RHEL 8.6 (6.0.15.0+)
« Oracle21con RHEL 8.6 (6.0.15.0+)
« AppData on RHEL 8.6 (6.0.15.0+)

Release 6.0.14.0

« The Delphix DevOps data platform will feature some product name changes to better align with our
offered solutions:
« Continuous Data (Virtualization)
« Continuous Compliance (Masking)
« Continuous Vault (Data vault)
+ Single engine Continuous Vault
The Single Engine Continuous Vault provides effective protection against ransomware attacks in a
standalone Delphix Engine. This option may be preferable for deployments where maintaining two separate
engines is not architecturally necessary. See Delphix Continuous Vault for more information.
« AWS Elastic Data engines
This offering will support the use of AWS S3 object storage in place of traditional block storage, making it
easier and more efficient to store more data for longer with Delphix. For this release, only engines deployed
on AWS are supported, with support for other infrastructures to come.
+ Microsoft SQL Server Virtual-to-Physical (V2P) improvements
With these new improvements, users can specify a separate drive for SQL Server transaction log files, since
these often need to split across multiple locations due to size. This ensures that DB files rehydrate in the
manner that is most efficient during initial V2P, which helps avoid unnecessary downtime; this works in
tandem with our ransomware solution. An additional enhancement to improve transfer performance
involves replacing XCopy with Robocopy multithreading capabilities.
« Oracle MT TDE support for encrypted system tablespaces
Every Oracle database has a system tablespace that is always used to store system data, including
information about database tables, indexes, sequences, and other objects. Oracle TDE can encrypt, in
addition to the data itself, the system tablespace for maximum security. This feature allows Delphix to
provision VDBs with TDE-enabled encrypted system tablespaces to maintain the overall database security in
non-production environments.
« Staging push for SAP HANA via CommVault
CommVault is the most popular backup application for SAP HANA. We have certified that the backup
application can be used as expected by our customers with our new Staging Push capability.
+ Salesforce data protect and version performance improvements
The March release will allow the user to configure up to 30 parallel upload threads (a 10x increase),
improving our restore performance to ensure a fast recovery. We've also added several improvements
towards faster and leaner retries for any records that fail during restore, plus increased the efficiency and
reuse of API calls while downloading data (leading to faster backups and better resource utilization).
+ Ingest and restore for PostgreSQL
This feature allows you to ingest logical backups (pg_dump/pg_restore) from PostgreSQL, which enables
workflows for direct ingestion from Paa$S data sources (AWS Aurora & RDS), deployment to laaS-hosted
targets, and selective ingestion of individual databases from multiple database instances of PostgreSQL.
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Certifications

« Oracle 19c on RHEL 8.5 (6.0.14.0+)
« Oracle21con RHEL 8.5 (6.0.14.0+)
« AppData on RHEL 8.5 (6.0.14.0+)

Release 6.0.13.0

New in this release

« Support for AWS object storage
This release adds support for the use of AWS S3 object storage in place of traditional block storage. This
release currently supports only those engines that are deployed on AWS.

« Staging push for SQL Server
This release supports staging push for SQL Server. Staging push allows you to push data to Delphix if you
have tools, configurations, or security concerns that do not work with the existing pull model. Staging push
enables, for example, compatibility with data stored in backup systems and gives you control over the
staging database. For more information, see Staging Push Implementation for SQL Server.

« Support for TLS 1.3
This release provides support for TLS 1.3 for connections from the virtualization engine to the host and
engine-to-engine communication.

« Auto vPDB restart for single tenant linked CDBs
This release supports the auto-restart feature for single-tenant vPDBs in a linked CDB. The auto-restart
feature allows the virtualization engine to detect and restart VDBs if the remote host has been restarted.

« Transparent Data Encryption (TDE) for Oracle Multitenant RAC (Oracle 18c and 19c¢)
This release adds support for provisioning a TDE-encrypted vPDB to a linked (Physical CDB) target RAC
environment on Oracle 12.2.

+ FluentD monitoring
FluentD is a popular open-source data logging layer for DevOps and Site Reliability Engineering (SRE)
teams to stream telemetry to their chosen monitoring solution to improve systems observability. Delphix
already provides the ability to forward data events and performance metrics to Splunk. Delphix 6.0.13
enables additional Fluentd configurations to be developed and added to the engine. extending telemetry
output to new tools like ELK, New Relic, and DataDog.

« Db2 plugin version 4.1.3
This plugin release resolves some issues that are listed in the Db2 Release Notes.

« EBS plugin version 3.0.3
This plugin release resolves some issues that are listed in the EBS Release Notes.

Certifications

« Virtualization

« Microsoft Windows Server 2022

« Oracle E-Business Suite (EBS) 12.2.11 in OCI
« Hypervisors/Clouds

« ESXi7.0U3c

Release 6.0.12.0
New in this release

« HANA staging push
The HANA 2.0 plugin introduces the Staging Push feature. This feature provides a new data ingestion
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mechanism that helps users to push data into the Delphix-provided mount point on their own. For more
information, see Delphix Architecture for HANA.

Multiple device removal

You can now remove multiple storage devices at a time when engines are over-provisioned or when moving
to new storage. This is done only after ensuring sufficient resources to support the removal.

Transparent Data Encryption (TDE) for Oracle Multitenant RAC (Oracle 12.2 and 21¢)

The Oracle TDE feature encrypts the sensitive data (database tables and tablespaces) stored on the disk.
This prevents misuse of the data if the disks or storage mediums are lost or stolen. The data is transparently
decrypted for authorized users when they access the data. Our large enterprise customers leverage Oracle
RAC configurations for their business-critical applications. We have added support for provisioning a TDE-
encrypted vPDB to a linked (Physical CDB) target RAC environment on Oracle 18c and 19c in this release. For
more information, see Provisioning a TDE-enabled vPDB to a Cluster Target.

Certifications

Oracle 21con SLES 15 SP3 (6.0.11.0+)
Oracle 19c on SLES 15 SP3 (6.0.11.0+)
Oracle 21con SLES 15 SP2 (6.0.11.0+)
Oracle 19c on SLES 15 SP2 (6.0.11.0+)
AppData on RHEL 8.4 (6.0.11.0+)

Release 6.0.11.0

New in this release

OAuth2 API support

The Virtualization and Masking engine APIs are now accessible via OAuth2 tokens that improve Delphix's
security offerings. For more information, see Configuring OAuth2 Authentication for APl Access.

Oracle support for Exadata, Exadata Cloud, or Exadata Cloud-at-Customer (ExaCC) cluster

This release adds support for Exadata, Exadata Cloud, or Exadata Cloud-at-Customer (ExaCC) Cluster for
Oracle databases. For more information, see Oracle Support Matrix.

Apply Hotfixes using the self-service Ul

You can now apply hotfixes using the self-service upgrade Uls.

TDE for Oracle Multitenant - support for rekey

Oracle Advanced Security Transparent Data Encryption (TDE) provides the ability to create virtual pluggable
databases with a new key (independent from the source database). This is to facilitate another layer of
security - ensuring that different keys are used in the production and non-production systems. For more
information, see Provisioning a TDE-enabled vPDB.

Modify DBID for non-multitenant Oracle VDBs after provisioning

You can now generate a new DBID after a VDB is provisioned and refreshed. For more information, see
Generate a New DBID for Oracle VDBs. Support for multitenant databases is currently not available.

New wizard for creating replication profile

A new multi-step wizard is now available that replaces the previous in-place editing option to manage
Replication Profiles. For more information, see Replication User Interface.

Certifications

Oracle 21c on RHEL 8.4, RHEL 8.3, SLES 15 SP1 (6.0.11.0+)
Oracle 19c on RHEL 8.4 (6.0.10.0+)
Exadata Cloud-at-Customer(ExaCC)/Exadata support for Oracle 12.2 on OEL 7.8 and OEL 7.9
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Release 6.0.10.0

Virtualization

+ SQL Server-support for Azure storage backups
SQL native backups can now be read directly from Azure Cloud storage. For more information, see Restoring
SQL Backups Stored in Azure Cloud Storage.

« Support dSource upgrades from Non-MT to MT in Oracle
Once a dSource is converted to a multitenant PDB, you will be able to share its storage blocks with its non-
multitenant predecessor. Delphix will only store the incremental changes to the database. For more
information, see Prepare and Upgrade a Non-MT Oracle dSource to MT.

« Oracle-provision to the latest Point-In-Time on RAC
Provision to the latest point-in-time is now supported.

+ Flexible ORACLE_HOME permissions configuration
Removed the need to set permissions of the "SORACLE_HOME/dbs" subdirectory using STARTUP SPFILE
syntax to simplify Oracle operations. For more information, see Requirements for Oracle Hosts and
Databases.

+ Support for manually starting an Oracle VDB
An Oracle VDB can now be manually started. For more information, see Manually Starting a VDB.

« Attach and detach Oracle CDB containers
Detaching, attaching, and linking of the Oracle CDB containers is now supported via CLI. For more
information, see CLI Cookbook: Attaching, Detaching, or Linking a CDB.

« Password vaults and remote hooks for Ul
In the 6.0.9.0 release, we introduced the ability to use password vaults with hooks. This allows our
customers to ensure a high level of security with all operations with external systems. This can now be
configured via the user interface. For more information, see Passing Credentials Securely to Hook
Operations.

+ NFSv4
NFSv4 is now enabled by default. For more information, see NFSv4 Configuration.

« 12-month support for upgrades and Forward Compatible Replication (FCR)
To better align with the Delphix support program, Engine upgrades, and FCR operations must be within
versions no more than 12 months apart. For example, upgrading to version 6.0.10.0 will require the previous
version to be at least 6.0.4.0. For more information, see Upgrade Matrix and Replication Overview.

+ HANA plugin port control
You can now keep the port numbers consistent throughout the HANA VDB life cycle so that the connections
made to the VDBs are not disrupted during their life cycle. For more information, see Provisioning HANA
VDBs: An Overview.

« User-specified mount path For Db2 dSource
You can now specify a mount path of your choice to host the dSource dataset on the target host. For more
information, see Linking a Db2 dSource.

+ Staging push automation for Db2 dSource
You can now use a set of scripts that can be used to automate the restore and roll forward operations on the
dSource.

Certifications
Virtualization
« OCIVM.Standard.E4

« AWS r5n.24xlarge
+ Oracle21CRH 8.3
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Release 6.0.9.0

Virtualization

« Delphix data vault - additions
In continuation to the Delphix data vault for ransomware protection released in 6.0.8.0, this release
enables you to manage this feature from the Delphix Engine user interface and also lets you monitor the
regular valid replication received. For more information, see Delphix Data Vault.

« TLS1.3
The TLS 1.3 support is added as an available secure connection option at the Engine Admin Console to be
used between engines.

« Phonehome data collection frequency
The default collection period for the Phonehome users is now changed to daily. For more information, see
System Configurations - Enable Phone Home.

+ Password vaults for remote hooks
With this release, the hooks running on environments can now obtain credentials from the engine and its
configured password vaults. These credentials can be used to perform custom authentication tasksin a
secure manner. Currently, this feature is supported via the command line interface only. For more
information, see Passing Credentials Securely to Hook Operations.

« Delphix integrations (dxi) docker image
A new dockerized version of the dxi library is now available. For more information, see Docker Image.

Certifications

« Virtualization
« EBS12.2 on Oracle 19c¢
« Db211.1.4.6 Fix pack

« Hypervisors/Clouds
« ESXi7.0U2

Release 6.0.8.0

Virtualization

« Delphix data vault
The Delphix Data Vault for ransomware protection (accessible via CLI) enables organizations to recover
access to their application data much faster than traditional backup solutions after malicious attacks. It
relies on the new data vault Replication feature, which replicates critical business DB data stored on Delphix
engines to a new target engine called Data Vault. Once securely stored on the Data Vault, the replicated DB
data can be used to recover business applications upon a ransomware attack with very low RTO and RPO.

« Dxi executable and support for encrypted credentials
We will be distributing the dxi CLI, a Delphix solution built to facilitate simpler and seamless integration of
Delphix Platform Operations into existing workflows, such as Windows, macOS, and RHEL binaries. This will
simplify adoption and remove the requirement on Python. Delphix has also added encryption for the login
credentials.

« Expansion of retention period on replicated objects
At present, when snapshots on the replication source engine are deleted (either due to retention policies or
user action), the next replication job will delete those snapshots on the replication target engine. This
improvement will allow you to extend the retention period of replicated objects on target engines while
keeping the original retention at the source. Once the object in the target engine reaches its retention
period, it will be flagged and deleted by the policy agent based on a daily schedule.
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« Db2 staging push
Delphix now supports Staging Push for non-DPF Db2 databases. The Staging Push architecture will allow
organizations to bring their data to Delphix, with their own tools and standard processes. This facilitates the
use of any backup tool, a major ongoing source of requests. This should dramatically increase the volume of
data that can be easily managed by Delphix.

« HANA plugin staged architecture
Delphix introduces a staging architecture for HANA virtualization. This will make it consistent with other
virtualized data sources. This new architecture will build a foundation for future staging push capabilities, as
Delphix has begun to introduce other platforms. These changes, together, will allow us to support more
prospective organizations with various SAP-certified, 3rd-party backup applications for HANA. Delphix will
continue to support the pull ingestion method with HANA native backups and logs.

+ ASE native encryption support
SAP ASE version 16.0 introduces the ability to fully encrypt databases and provides protection for all the
data, indexes, and transaction logs in a database. This offers full database protection while allowing the user
to query and manage the data as usual, as the encryption is transparent to existing functions. In response to
customer demand, we have added a security enhancement to support encrypted ASE databases. This allows
customers to maintain the ASE encryption that is active on their sources and propagate that through to their
VDBs.

« System tunable interface
A new web service APl is introduced which allows you to set or receive the values of a system tunable via
Delphix CLI. A Support engineer can now provide context via a Support case to modify these values.

« Oracle customized full backups
There is a rarely-seen bug in Oracle that results in some blocks not being written to the datafiles during an
Oracle SnapSync operation. When this happens, the datafiles can become incomplete and provisioning/
refreshing from that snapshot might fail. We are providing a SnapSync option via CLI that you can customize
to accept all datafiles during an Oracle SnapSync operation to prevent this error.

Release 6.0.7.0

Virtualization

 Simplified connection management for Oracle databases
This feature streamlines the way that Delphix communicates and interacts with Oracle databases by
simplifying the connection management infrastructure. Prior to this release, connections were established
to Oracle databases using two different methods (remote connections from the Delphix Engine and local
connections from the Delphix toolkit) and communication was performed with Oracle databases using two
different users (a Delphix OS user and a Delphix DB user). Starting with this release, all communication with
Oracle databases will be performed locally on the Oracle host and all connections to Oracle databases will
be established using OS authentication. Existing Oracle dSources and VDBs will continue to function with no
user intervention required. This feature results in several key benefits for Oracle DB customers such as the
elimination of the requirement for a Delphix DB user when linking, automated PDB discovery, elimination of
Delphix interaction with any network listener, and many more.

« Virtualization SDK support for password vaults
Building off of the existing CyberArk and Hashicorp support for Oracle, SQL Server, and SAP ASE database
user credentials, Continuous Data will extend password vault coverage to the virtualization SDK (vSDK). This
will enable data sources that are connected via a vSDK plugin to incorporate this more secure method of
authentication.

« SAP ASE device mapping improvements
The Continuous Data experience with SAP ASE heavily relies on and mirrors a database’s device allocation
from the initial load (creating the dSource) to provision (creating VDBs). As these source device allocations
shift over time, Delphix maps these changes and propagates them to their associated Delphix objects.
However, dramatic device layout changes can negatively impact performance. This enhancement provides a
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quality-of-life (QoL) improvement to the overall SAP ASE experience by providing better error handling and
escape valves should a dSource get into a bad state due to a major device layout shift.

« Improved storage utilization for large pools
Up through the 6.0.6 release, Continuous Data has enforced a storage usage limit of 85%. Once met, this
limit will cause certain API operations to be disabled to ensure engine data integrity. In the 6.0.7 release, this
threshold is relaxed significantly. The new thresholds are as follows:

+ “Warning”: when 85% of the total storage quota is reached or 1536GB of free storage is remaining
(whichever is less), which can be resolved/ignored, with no impact on system behavior.

+ “Critical”: when 90% of the total storage quota is reached or 1024GB of free storage is
remaining(whichever is less), which cannot be resolved/ignored, with some impact on system
behavior.

+ “Minimum”: when 95% of the total storage quota is reached or 512GB of free storage is remaining
(whichever is less). In this case, a critical fault is raised and cannot be resolved/ignored, with a
substantial impact on system behavior (stop policies, VDB operations, etc).

« PVSCSI support
In addition to LSI Logic, with the 6.0.7 release, Delphix has added support for the VMware Paravirtual vSCSI
controller (aka PVSCSI). While VMware designed PVSCSI to support very high throughput with minimal
processing cost, the performance improvements on Delphix engines can vary from case to case. In 6.0.7, we
also support manual changes from LSI Logic to PVSCSI for currently deployed engines.

Release 6.0.6.0

Virtualization

« Solaris x86 to Linux x86 Oracle DB provisioning
This feature allows the provisioning of Oracle Virtual Databases from Solaris x86 dSources to Linux x86
target environments.
+ TDE for Oracle Multitenant
Oracle Advanced Security Transparent Data Encryption (TDE) provides the ability to encrypt sensitive
application data on storage. Delphix will now support TDE for Oracle 12cR2, 18c, and 19c multitenant. This
release introduces support for single-instance linked container databases (CDBs) using software
keystores. Virtual Container Database (vCDBs), RAC, and rekeying of the TDE encryption keys are not
supported in this release.
Note:
Please note the following important restrictions for TDE for the Oracle Multitenant feature:
« TDE-enabled vPDBs must be provisioned to a linked CDB, not a vCDB.
+ RAC dSources and target CDBs are not supported.
+ The Oracle version must be 12.2 or higher (12.1 is not supported).
« System tables or tablespaces either in the PDB or CDB must not be encrypted.
« Oracle Key Vault is not supported.
« Hardware keystores are not supported.
+ Keystores must not be on ASM storage.
« The dSource from which the initial provision is done must be encrypted when it is linked. Existing
dSources cannot be encrypted without unlinking and creating a new dSource.
« Encrypting an already-provisioned unencrypted vPDB (with clear data) which is managed by Delphix
is not supported
« Single to Multitenant VDBs
Oracle announced the end of support for non-multitenant databases in their 20c release, and as such, Oracle
DB customers are planning their upgrade and migration programs. Delphix will now support provisioning a
virtual pluggable database from a non-multitenant virtual database.
« Added support for HashiCorp namespaces.
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Certifications

« Virtualization
o ASE 15.7/16 on RHEL 7.9
« Oracle12.1 on RHEL 7.9 and SLES 12 SP5
« Oracle12.2 on RHEL 7.9 and SLES 12 SP5
« Oracle 19c on RHEL 7.9 and SLES 12 SP5
« Hypervisors/Clouds
« ESXi7.0U1

Release 6.0.5.0

Virtualization

+ NFSv4 support:
Support has been added for Oracle and ASE on AlX.

- Expanded Replication: Replication of non-data objects
Our customers are increasingly using replication to facilitate moves of data across network boundaries, to
the cloud, and for DR purposes. We've had long-standing requests to replicate more than just the data, and
in this release, we will support the replication of users, roles, permissions, policies, and configuration
templates.

« Upgraded Windows Connector:
The Windows Connector will now support newer versions of Microsoft’s .NET framework (4.x), which
encompasses myriad higher security standards, new functionality, etc. Previously, the connector relied
on .NET 3.5 due to two dependencies: SQL Server and Powershell, both have since been removed with SQL
Server 2016+ and Powershell update in 6.0.3.0.

« Db2 Extensible Ingestion:
We will now support an extensible model for ingesting Db2 data. In this new, additive, model, we will
support customers manually performing a restore & roll forward of their staging database to Delphix from
native backups or arbitrary third-party backup tools which integrate directly with Db2. This will allow
customers to bring data from whatever system or backup they have and restore it to an exact point in time,
as needed.

Certifications

« Virtualization
« ASE 16.0 on RHELS8.1 and RHEL8.2 on 6.0.4+
« ASE 16.0 on SLES12.4 0n 6.0.4+
+ Oracle 19.7 on RH7.8 and RH8.0 on 5.3.9+ and 6.0.3+
« ESXT7.0
» NFSv4 support on AIX
+ IBM Cloud Catalog. Delphix is now available in the IBM Cloud Catalog, a private marketplace for
trusted IBM Technology partners that is offered to large IBM enterprise customers. In 6.0.5 we will
start with a few certified instances for virtualization and masking and will grow our presence as more
the business justifies the cost and efforts. Specifically, we support the following instances:
. mx2-8x64
« mx2-16x128
* mx2-32x256
* Mx2-48x38
+ Oracle Cloud: The following are newly supported instance types:
« VM.Standard2.8
« VM.Standard2.16
« VM.Standard2.24
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Release 6.0.4.0

Virtualization

HashiCorp and expanded CyberArk support:

Delphix has extended both CyberArk and HashiCorp Vault support to Oracle Database Users in addition to
previously supported ASE and MSSQL domain users. GUI support for HashiCorp Vault has been added during
setup to authenticate host users and database users.

Note:

The HashiCorp namespace Enterprise feature is supported starting 6.0.6.0.

NFSv4 support:

Support has been added for SUSE and Db2 on AIX.

Certifications

Virtualization
« OCI Support
« NFSv4 support for Db2 on AIX and SuSE
+ SQL Server Instances with a Managed Service Account

Release 6.0.3.0

Virtualization

CyberArk and Hashicorp vault support for virtualization:

Delphix is introducing password vault support to authenticate environment and database linking and will
support both CyberArk with Oracle and Hashicorp with CLI only.

Capacity management:

Understanding where and how storage is used on Virtualization Engines can be a challenge, in particular,
understanding how and where space is held and how to recover it. In this release, Delphix provides better
details of held space, particularly around locked objects, and provides clear instructions about what steps
are required to free up space.

Diagnosability:

Additional performance health-check analytics in phone-home have been added to better troubleshoot and
understand customer problems.

Powershell upgrade:

Delphix is reducing our requirements for Windows hosts running PowerShell by allowing you to use any
PowerShell version from 2.0 to 5.1. Delphix will now use the default available PowerShell version on each
host. When specifying hooks (such as “configureClone”), users may specify whether to use 2.0 or whatever
PowerShell version is installed on the host.

Support for Oracle read-only homes:

Delphix is introducing support for Oracle read-only homes, which is a new Oracle feature starting with Oracle
18c. In a read-only Oracle home, all the configuration data and log files reside outside of the read-only
Oracle home. This feature allows you to use the read-only Oracle home as a software image that can be
distributed across multiple servers.

Replication performance:

Delphix will continue to improve replication performance for replication specifications that include multiple
objects and single-object replication throughput.

SAP ASE support for VDB upgrade:

SAP ASE Customers will now be able to validate DBMS Upgrades with this feature that enables provisioning
VDBs to a higher version than the source DB (e.g. ASE 15.7 > ASE 16).
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+ Shared NFS for toolkits
With this release, Delphix introduces shared NFS for clustered environments. Customers wish to use a
common NFS mount point, in which the Delphix toolkit for each cluster node can be deployed. The product
today only creates a directory with appliance UUID and OS user in the folder name and uses this for
detection to determine if a host is already managed by that Engine. As such, this prevents the customer from
utilizing common NFS storage due to name conflict.
When a new environment is created, upgraded or if the toolkit path is changed, a new toolkit is created with
naming convention Delphix_COMMON_ for common directory and Delphix_ for user directory.
With this change, the customer can use mounts on shared file systems (like NFS) as a toolkit path for
clustered environments without any naming conflict.This change is not intended for windows environments.

Certifications

+ Virtualization
+ EBS12.2 with RHEL 7.6
« PostgreSQL 12.1 & 12.2 with RHEL 7.8
« Oracle 11g R2 and Oracle 19c with RHEL 7.8 on 5.3.9.0 and 6.0.2+

Release 6.0.2.0

Virtualization

« Support for Db2 Database Partition Feature (DPF):

Delphix has long supported distributed Db2 (running on Unix/Linux Systems). However, Db2 supports
partitioned databases as a means of scaling to larger, more complex systems. With this release, Delphix will
now support Db2 DPF allowing you to scale to an increasing number of your Db2 databases.

« Windows authentication for SQL Server:

You will now be able to use Windows Authentication to link SQL Server databases. Rather than providing
both a database user and a Windows user to ingest data, you can leverage one set of credentials (a Windows
0S user) to perform all source operations. This capability will simplify SQL Server deployments and reduce
Delphix’s security requirements on source databases.

« Smart failover:

Smart Failover allows the Delphix Administrator to simplify failover processes by automating object conflict
resolution. By selecting a new option “Automate Object Conflict Resolution” before the failover process
starts, the failover process will rename all conflicting objects and show a report of all object changes at the
end.

+ NFSv4 support: In 6.0.2 Delphix will start providing NFSv4 for data sources running on RedHat 7.0 or later.
NFSv4 can be enabled using the CLI. Support for additional host OS versions will be added in subsequent
releases. Delphix will consider enabling NFSv4 by default for those supported configurations in a future
release.

+ Support bundles not required for upgrade: When upgrading from 6.0.0 or greater to a release 6.0.2 or
greater, we no longer require support bundles to be sent to Delphix. This allows you to execute more self-
service upgrades.

Certifications

« ASE16.00nAIX7.1

« AWS r5n Instance Support: r5n.2xlarge, r5n.8xlarge, r5n.16xlarge
« Azure E Series Instance Support: E8s_v3, E16s_v3, E32s_v3

« Masking support of Oracle 19c.
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Release 6.0.1.0

Masking extended connectors: A very common request for masking has been to support additional data
sources, outside of the currently supported list. Thus, the next step in the strategy is the release of Masking
Extended Connectors, which will allow our customers to add JDBC drivers to the masking engine to facilitate
the masking of additional data sources. This will allow masking to be used for other common databases that
can be accessed via JDBC, like SAP HANA, Informix, etc.

SQL server CDC support: We have expanded our support for SQL Server databases using Change Data
Capture (CDC), a SQL Server feature that captures all the change information that is applied to the databases
and stores it in change tables. Now, users will have the ability to preserve CDC data and enable CDC for SQL
Server VDBs.

Certifications

Virtualization
« ASE 16 and 15.7 with Solaris SPARC 11U3 and SPARC 11U4
« ASE 16 and 15.7 with RHEL 7.7
« SQL Server 2019 Support with Windows 2016 and Windows 2019
« Oracle 19c with SUSE SLES 15 SP1
« Oracle 19c with Solaris 11 U4 and U3 x86
Hypervisors: The following hypervisors have been certified in 6.0.1.
« VMware ESX6.5 U1, U2, U3
« VMware ESX 6.7 U3

Release 6.0.0.0

Google cloud support: Delphix now supports running in Google Cloud Platform for existing supported databases.

Enhanced Networking Adapter (ENA) support: Delphix supports networking on AWS instances with the Elastic
Network Adapter (ENA). This offers our customers enhanced networking capabilities and more economical options.
Notably, this includes the AWS R4 instance types.

Masking NFS/CIFS mount: Our customers increasingly are masking files alongside their databases. The
masking engine has classically supported this via FTP/SFTP but now to make things easier Delphix has
introduced the ability to directly mount and mask a file system - over NFS and CIFS. This should dramatically
simplify the process of file masking.

Oracle quality: Continued focus on Oracle quality and have introduced several quality improvements with
our 6.0 release.

Masking APl updates: 6.0 introduces a significant number of new endpoints, including mainframe control,
as well as updates for existing endpoints. This release also introduces versioning for the masking API,
allowing our customers to upgrade without risk of breaking their integrations.

AdoptOpenJDK 8 for the Delphix toolkit: Delphix has changed the Java Development Kit (JDK) that is
included with the toolkit, and is sent to all Delphix connected environments. Customers who require using
Oracle Java may continue to do so with the feature to provide their own Java, which shipped in 5.3.5.
Removed instance check: When running in AWS or Azure, the product will no longer raise a fault when it
detects that it is running on an unsupported instance. This enables Delphix to certify previously released
software on new instances without having to modify the software.

The product will still detect what instance it is running on and include this information in the user interface
and phone home bundles. We will also continue to publish a matrix of supported instances for Azure, AWS,
and GCP in the product documentation. Delphix provides no guarantee of performance or support for
unsupported instance types.

Upgrade process: The upgrade to 6.0 will be an in-place upgrade like other Delphix releases, there are a few
changes that will improve the process overall for 6.0:

Release notes- 33


https://delphixdocs.atlassian.net/wiki/spaces/CC/pages/9962697/Data+source+support
https://docs.microsoft.com/en-us/sql/relational-databases/track-changes/about-change-data-capture-sql-server?view=sql-server-ver15

Continuous Data - Continuous Data Home

« We will require an upgrade to an interim release first (either 5.3.6). This can be done at the same time
as the customer upgrades to 6.0 or in the months prior.

+ We will be introducing new upgrade checks to ensure that customers are not using features that have
been removed. For a list of removed features see Deprecated and End-of-Life Features.

+ We will provide an upgrade image specific for each platform we support with Virtualization

(VMWare, AWS, Azure, GCP). This will allow us to be more precise in customizing the images
for each.
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Fixed issues

a .

Multiple Device Removal in the Delphix Engine versions between 6.0.12.0 to 7.0.0.0 have a breaking
kernel module change that requires a reboot to load the new module. Therefore, a deferred reboot
upgraded engine which are still on versions between 6.0.12.0 to 7.0.0.0 will not support Multiple
Device Removal unless you reboot the engine. 7.0.0.0 has the fix. Once you get to 7.0.0.0 and higher
either via deferred reboot upgrade or full upgrade, Multiple Device Removal should start to work.

If your kernel version is below 15.0, you cannot perform an in-place block-to-object storage
migration. To enable this feature, you must first run a full upgrade to version 15.0 or higher.

Release 15.0.0.0 Changes

Fixes that take effect after an optional reboot

Bug Number Description

DLPX-86450

Fixed a hang in the 1/0 subsystem that could cause the Continuous Data Engine to
become unresponsive.

DLPX-86595 Increased the limit of masked timeflows per snapshot from 32 to 16000 for SDD.
Fixes that take effect immediately after upgrade
Bug Number Description
DLPX-72342 Environment discovery will not fail if Ag Listeners are not reachable from the Engine. If a

DLPX-79973

DLPX-80093

DLPX-83609

DLPX-85082

listener is unreachable, it will be reported during linking or sync operation.

Fixed an issue where the Splunk HEC Token could leak in Support Bundle through the
fluent.conf file.

Removed fluent.conf file from Support Bundles.

The ‘Type’ column filter in the admin Ul Jobs page now contains the DB_ROLLBACK job
type.

Browser Tab title changed from Delphix System to "engineName - Delphix Setup".
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Bug Number

DLPX-86894

DLPX-86964

DLPX-86965

DLPX-87224

DLPX-87454

DLPX-87522

DLPX-87547

DLPX-87623

DLPX-87624

DLPX-87649

DLPX-87650

Continuous Data - Continuous Data Home

Description
Fixed an issue where after a canceled refresh operation, VDB refresh or delete may fail

dueto error code exception.oracle.vdb.no.virtual.datafiles.found.
If a workaround is still needed, disable the VDB and try the operation again.

Fixed an issue whereifa SOURCE_DISABLE job of a TDE-enabled VPDB is interrupted

afterit's unplugged from the CDB, but before it's dropped from the CDB, any subsequent
disable jobs against the vPDB would fail.

Escaped constructs in Regex Patterns (for example, \Q, \E) are now allowed for MSSQL
V2P File Mappings.

Fixed an issue where the Privilege section of the User Management wizard was
momentarily hanging for Engines with multiple datasets or groups.

Updated MSSQL JDBC driver to version 7.4.1.0. This fixes the issue that created multiple
faults with RejectedExecutionException.

Fixed an issue where the move-to-asm.sh script could fail with, "move-to-asm.sh:
Failed to move online log files", while attempting to move online log files to ASM.

Analytics timestamps are now accurate when the collection interval is customized via
the CLI.

Fixed an issue related to provisioning failures from a snapshot taken after opening the
staging database with the resetlogs option.

Fixed an issue related to provisioning failures from a snapshot taken after opening the
staging database with the resetlogs option.

Fixed an issue preventing retries of upgrades after quiesce failures.

Fixed an issue regarding upgrade verification error version 13 (stack startup verification
failed) dueto StreamReadConstraints limitwhen deserializing event bundles.
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Release 14.0.0.0 Changes

Fixes that take effect after an optional reboot

Bug Number Description

DLPX-86764, Added a mechanism to automatically restart internal service if /O to object storage is
DLPX-87360 not making progress.

DLPX-86962 Eliminated deadlock scenario introduced by upstream changes to ZFS.

Fixes that take effect immediately after upgrade

Bug Number Description

DLPX-67911 Fixed issues related to having stale mounts on staging and target host.

DLPX-71914 Capacity table Ul for received replica now shows aggregated size for virtual and source
datasets.

DLPX-79098 Seconds is also shown as part of the snapshot point in time on the Summary of Refresh
Wizard.

DLPX-83250 Support for SSL for Fluentd/Insight data consumers.

DLPX-84003 Fixed an issue where provisioning an Oracle vPDB into a new vCDB when the source

PDBSSEED has a TEMP tablespace, where the initial allocation plus file headers is
greater than 100M (for 8k blocksize) fails with “ORA-03214: File Size specified is smaller
than minimum required”.

DLPX-85770 Fixed a failure reported by a start operation on a self-service container or an enable
operation for a Oracle virtual source that is already enabled.

DLPX-86195 Fix ensuresthe is_encrypted flagisinherited during provisioning via snapshot.
Activate with the tunable CREATE.ENCRYPTED.SEED.DB set to true (the defaultis
false).

DLPX-86620 Instead of raising faults for

java.util.concurrent.RejectedExecutionException,changeshave
been made to log the issue in debug logs and fail silently, to reduce noise.
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Bug Number

DLPX-86644

DLPX-86685

DLPX-86805

DLPX-86854

DLPX-86906

DLPX-87006

DLPX-87038

DLPX-87219

Continuous Data - Continuous Data Home

Description

Fixed an issue where a TDE-enabled vPDB provision or refresh operation fails with a
misleading error if the parent CDB or parent PDB’s primary key is missing in the parent
TDE keystore on the target host.

Fixed an issue causing VDB operations to fail after upgrade verification is run.

Updated Spring Framework dependency version to 5.3.28.

Fixed an issue that caused post-upgrade cleanup to fail.

Fixed an issue to prevent linking an Oracle PDB that is added manually in a virtual CDB.

Fixed an issue in refreshing self-service containers with ordered sources, post upgrade
t0 12.0.0.0.

Fixed a size discrepancy in the OVA to fix certain deployment issues.

Post-refresh Snapsync of an Oracle VDB/vPDB fails with
exception.oracle.vdb.uncustomizable.parameters.changed afterthe
PDB is detached/attached following a standby switchover.

Release 13.0.0.0 Changes

Fixes that take effect immediately after upgrade

Bug Number

DLPX-61403

DLPX-71066

DLPX-74553

DLPX-78987

Description

If an Oracle CDB/vCDB has a quota policy configured, Delphix will ensure that PDB/vPDBs
are disabled/enabled properly when quota policy disables/enables the CDB/vCDB.

Fixed an issue to provide better action when a plugin upload fails due to the existence of
a badly provisioned VDB.

Fixed anissue where the Target Database Exists error may be thrown during
VDB provisioning, if a VDB was present during the last Environment Refresh.

A RAC node can only be disabled if no virtual sources are in ‘running’ status on the node.
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Bug Number

DLPX-81268

DLPX-84624

DLPX-85298

DLPX-85747

DLPX-86109

DLPX-86163

DLPX-86272

DLPX-86344

DLPX-86496

DLPX-86497

DLPX-86563

DLPX-86787

DLPX-86842

Continuous Data - Continuous Data Home

Description

Fixed an issue where executing expect commands logged sensitive information.

Removed build date from the Upgrade Images page Ul.

Created new Oracle faults for quota policy violation with more details for error and
action text.

AWS Cloud engines now support IMDSv2.

Fixed an issue where Oracle VDB unquiesce/enable may fail after a failed quiesce/disable
on 10.0.0.X or 11.0.0.X.

Fixed an issue where if TNS_ADMIN for an Oracle vCDB was wrongly set during provision
or refresh, it would cause older clients such as SQL*Plus 9.2.0.8 and Oracle Application

Server 10.1.0.3 to fail with ORA-28040: No matching authentication

protocol.

Fixed an issue for secondary nodes with different MSSQL instance owners than the
primary node, where it now works with Delphix Managed backups.

Fixed an issue related to failed Delphix engine upgrades due to plugin operations that
were failing.

Fixed an issue in the interaction between replication and replica retention policy.

Fixed the functionality to relink/attach SQL Server Availability Source Group database
using the Link dSource dialog.

Fixed an issue where if any detached dSources were present then the performance
history page would hang.

Fixed the GUI un-responsiveness of the Datasets page, after viewing the replication
profiles.

Fixed a failureinthe verify upgrade job while upgradingto 12.0.0.0.
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Release 12.0.0.0 Changes
Security Fixes
Bug Number Introduced Description Security Bulletin

DLPX-86329 6.0.13.0 Sysadmin can execute shell commands on TB109
the underlying Operating System.

Fixes that take effect after an optional reboot

Bug Number Description

DLPX-86177 Fixed a bug where Accelerated Networking was broken due to missing drivers.

Fixes that take effect immediately after upgrade

Bug Number Description

DLPX-44117 Fixed an issue where a null pointer exception is encountered during parsing of an Oracle
archive log not present in the Delphix file system.

DLPX-59966 Fixed an issue where the Snapsync of an Oracle vCDB may become unresponsive if the
Delphix archive log destination is removed or changed, pointing to an invalid location.

DLPX-72422 Reduced VDB downtime on upgrade.

DLPX-82702 Improved error behavior when attempting to expand storage devices with underlying
problems.

DLPX-83430 Fixed an issue where the initial configuration of Syslog breaks most of the pre-existing
appenders.

DLPX-84611 Fixed an issue allowing environment users that are NOT in the primary group of the

primary OS user to monitor the builtin files VDBs.

DLPX-85578 Replaced the Win32_Volume class output with mountvol output to fetch volumeld for
Delphix ISCSI mount points.

DLPX-85647 Added a filter to fetch only the IPv4 address for AG cluster nodes.

Release notes- 40



Continuous Data - Continuous Data Home

Bug Number Description
DLPX-85748 Now displaying the state of enabled services in the Delphix Startup Screen.
DLPX-85857 Fixed an issue where after a Delphix Continuous Data engine upgrade to 10.0.0.0, faults

related to listener registration are thrown during source enable.

DLPX-85883 Fixed an issue where a vPDB provision fails when invoked as a non-instance environment
user, with standby source and datafile added in the recovery stream.

DLPX-85925 Added a new condition in subquery to uniquely identify filegroup for commvault backup
files.
DLPX-86050 Fixed an issue where TDE diagnostics for directory permission fails if the TDE artifact

directory has a space in the path or name.

DLPX-86102 Fixed an issue where ASE instance discovery is failing during environment add/refresh
when ASE instance is running in multi-process mode with multiple ASE engine.

DLPX-86201 Fixed an issue where users are sometimes unable to generate a complete support bundle.

DLPX-86240 Internal services will now restart during a deferred upgrade, enabling the delivery of fixes
without requiring a reboot.

Release 11.0.0.0 changes

Security fixes

Bug number Introduced Description Security
bulletin

DLPX-85604, Product Inception  Several input fields in the Self-Service feature are TB104
DLPX-85606, vulnerable to cross site scripting (XSS).
DLPX-85608

Fixes that take effect after an optional reboot
Bug number Description
DLPX-82702 Improved error behavior when attempting to expand storage devices with underlying

problems.
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Bug number

DLPX-85526

Continuous Data - Continuous Data Home

Description

Eliminate the possibility that a spurious udev event during drive expansion will cause the
pool to suspend.

Fixes that take effect immediately after upgrade

Bug number

DLPX-86068

DLPX-85915

DLPX-85752

DLPX-85732

DLPX-85718

DLPX-85621

DLPX-85601

DLPX-85493

DLPX-85445

DLPX-85205

DLPX-84877

DLPX-84792

Description

Fixed an issue from release 10.0.0.0 where users could not replace certificate chains when
using root certificate authorities from Java's default list.

Fixed an issue where users were unable to add an environment when part of the host
name contained all numeric elements.

Theicons for the export functionality have been updated to secondary buttons (along
with the icon) for clarity.

Fixed an issue where provisioning a TDE-enabled vPDB into a new vCDB with "Mask this
vPDB" check fails with "ORA-46636: cannot add second keystore to the target keystore".

Starting from 7.0.0.0, the URL for "Help Documentation" has beed updated.

Fixed a Ul message saying, "management stack needs restart after replacing certificate',
when it did not.

Removed weak CBC ciphers from default list.

MSSQL: Linking and AttachSource operations will not require unnecessary permissions of
source user on the staging host and staging database.

Fixed the software version main window issue so that it now updates if a previous version
is selected.

Improved the error message for environment authentication failure by including
username.

Fixed an issue where adding HPUX environment failed with an Unsatisfied link error.

Added new tunable, MSSQL.ROLLBACK_HANDLING_AFTER_FAILED_RESTORE. If this
tunable is set to true, the Delphix engine will perform a zfs rollback on DATA LUN right
after a restore db failure.
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Bug number

DLPX-84738

DLPX-84709

DLPX-84610

DLPX-83927

DLPX-83897

DLPX-83360

DLPX-81587

DLPX-82895

DLPX-80325

DLPX-80221

DLPX-79492

DLPX-78839

DLPX-77826

DLPX-77386

DLPX-76762

Continuous Data - Continuous Data Home

Description
Fixed an issue where the environment user public key is not displayed in the CLI/API.

Fixed an issue to disallow CLI or API transactions for an Environment user with a null
publickey or privatekey.

Improved error message to show correct host name and user name in the case of builtin
files virtual source status failure.

Fixed an issue so that Fluentd/Splunk integration will accept protocol parameter in any
case.

Fixed an issue with changing port number while configuring Kerberos.

Fixed an issue where new authorization would not be granted unless the old one gets
removed successfully.

DeletionDependency object in API documentation has been updated to reflect that size is
Valid for TimeFlowSnapshot and HeldSpace objects.

Fixed an upgrade verify issue when fs.inotify.max_user_watches exceeds the limit of
16384.

Fixed an internal error that appeared in the Oracle dSource upgrade operation while
resuming logsync for the dSource.

Resolved issues related to incorrect mount path by normalizing the path.

Improved the selection of faults and the toggle behavior of "Hide Resolved/Ignored" from
the "Verification Result's Faults List" on the Version Upgrade page.

Fixed an issue where the NTP server would not validate when configured.

Added timeout functionality to JDBC queries made through DSP. Leaked connections due
to network issues will be auto-closed after the timeout period. Timeout can be set using
the tunable dsp.jdbc.queryTimeout.

Fixed a misleading prompted message about host being unavailable.

Performance improvement: Enabled unbuffered copy and multithreading options with
the robocpy command for vFile operations.
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Bug number

DLPX-75448

DLPX-74905

DLPX-73058

DLPX-63076

DLPX-63425

DLPX-67347

DLPX-84981

DLPX-85674

DLPX-85102

Continuous Data - Continuous Data Home

Description

Fixed an internal error that appeared when the purgeLogs APl was used for timeflows with
no snapshots.

Fixed an issue where environment refresh and VDB provision/refresh operation will fail
with an "internal error" if the target host's filesystem becomes 100% full.

Fixed an issue where if an environment is disabled, VDB operations like start, stop,
rollback, refresh, undo, disable would not be allowed.

Fixed upgrade check result messages to make them consistent with the failure's severity
level.

Delphix will now throw a job warning and raise a critical fault in the Delphix Admin Ul if a
failure is encountered while backing up the archived logs and LogSync is disabled. In this
case, Delphix will invoke an RMAN script to delete the backups.

Fixed an exception encounter (paired with an indefinite loading sign in the Ul) when an
environment addition task was cancelled in between. The environment got deleted in the
next attempt but the toolkit folder did not. Added DUE to show the warning for toolkit
deletion failure.

Improved the error message for null or whitespace timezone registry.

Fixed the issue where snapshots were created with the wrong (older) timeflow that led to
afailure to enable the linked sources with internal error.

Reduced the size of the temporary directory unique name to be backward compatible
with the name " _delphix".

Release 10.0.0.1 changes

Fixes that take effect after an optional reboot

Bug number

DLPX-85760

Description

Addressed an issue that in rare scenarios could lead to data loss during upgrade or
reboot of Cloud Engines (Upgrade to a version with the fix is safe).
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Release 10.0.0.0 changes

Fixes that take effect after an optional reboot

Bug number Description
DLPX-85019 (only Fixed a bug that causes the management service to fail startup upon initial VM
applicable to initial deployment in the cloud, if the DHCP domain name of the VM ends with a period (.).

deployments)

DLPX-85109 (only Fixed a bug that causes the management service to fail startup upon initial VM
applicable to initial deployment in the cloud, if the DHCP domain name of the VM contains bad
deployments) characters (does not belong to [a-zA-Z0-9.-]).

DLPX-84985 Fixed a deadlock which caused iSCSI connections to fail on Windows hosts.
DLPX-84995 Fixed an issue where NFS could cause excessive CPU usage when open files from

NFSv4 mounts exceeded 16,384.

DLPX-62215 Fixed a nuance in the CAPACITY_RECLAMATION job.

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-51276 Configuration discovery script fixed to handle Windows host timezone more
smoothly.

DLPX-53420 Improved error message for failure in deleting CDB sources with no associated

PDBs, but with timeflow dependencies from migrated vPDBs.

DLPX-59162 Fixed failure in connecting to a Compliance engine while running a compliance job
as a post-provision hook operation for RAC VDBs.

DLPX-61781 Fixed authentication failures past the first node while adding Kerberized RAC
environments.

DLPX-66944 Fixed logsync failures caused by commands exceeding shell limit of 1,024
characters.

DLPX-68327 Certificates in the Truststore are considered for making connections to SMTP
servers.
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Bug number

DLPX-74134

DLPX-76200

DLPX-78673

DLPX-80925

DLPX-81874

DLPX-81982

DLPX-82169

DLPX-84108

DLPX-84422

DLPX-84647

DLPX-84655

DLPX-84679

Continuous Data - Continuous Data Home

Description

Fixed an issue where Oracle provisioning/refresh/rewind operations may fail with
error "ORA-01169: DATAFILE number 1 not found. Must be present."

To handle unusually demanding workloads, the maximum heap size of the
management application can now be increased by system administrators via the
maxHeapSizeGb property of the CLI at /system.

Fixed an issue related to a message being ignored during the mount check when
provisioning virtual databases. The message is not thrown because the provision
completes successfully, but it could still be seen in the logs.

Fixed an issue of a raised fault due to inconsistent snapshot creation time, due to
manual change of Delphix engine time.

Fixed an issue that occurred during the discovery of a cluster when adding or
refreshing a Windows FCI environment with multiple NICs. The issue involved the
use of the IP address of hosts that were already added.

The Delphix Fluentd logs do not automatically rotate when exceeding their
expected maximum size of 100MB.

Fixed an issue where provisioning an Oracle TDE-enabled vPDB into a linked CDB
with a different patch level than the source CDB will fail leaving the vPDB in a
broken state.

The validation of RSS on the target host will now only occur when the customer uses
an IP address for an environment. This update removes the detection of the RSS
property on interfaces that are not relevant.

You can now use a single script to copy all transaction log backup files, regardless of
whether they were created using native backup or Litespeed backup.

The syslog pattern is now fully configurable and can be changed to conform to RFC
5424.

Afalse warning message that listener registration was not successful is posted when
enabling a VDB or a vCDB, users can ignore this message.

Unable to add Oracle Staging push PDB if the Staging Environment has more than
one repository.

Release notes- 46



Continuous Data - Continuous Data Home

Bug number Description

DLPX-84686 To address the issue of multiple IP addresses, the validation of RSS on the target
host will now only occur when the user uses an IP address for an environment. This
update removes the need to find the IP address in the code.

DLPX-84898 Fixed clean-up job failure for V2ASM of a RAC VDB when one of the nodes's DB
instance is shutdown.

DLPX-84929 Improved initial load time of datasets page.

DLPX-84944 The Delphix Continuous Data Engine now considers truststore certificates for more
connections, including secure connections to proxy and SMTP hosts.

DLPX-85053 Powershell scripts code enhancement.

DLPX-85095 Fixed an issue which caused the vPDB Refresh operation to fail due to vPDB unplug
operation timing out in 30 mins.

Release 9.0.0.1 changes

Bug number Description

DLPX-85176 Fixed a bug that can bring down VDBs using NFSv3.

Release 9.0.0.0 haanges

Fixes that take effect after an optional reboot

Bug number Description
DLPX-85019 Fixed handling of domain names with a terminal period (.) in Terminal.
DLPX-68852 Fixed a bug in out of memory situations that could result in service interruptions.
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Fixes that take effect immediately after upgrade

Bug number

DLPX-41505

DLPX-46210

DLPX-57047

DLPX-58762

DLPX-65557

DLPX-68852

DLPX-69790

DLPX-70090

DLPX-79792

DLPX-81260

DLPX-83702

DLPX-83905

DLPX-84068

DLPX-84284

Description

Posted a job warning message when listeners are not registered successfully as part of an
Oracle VDB/vPDB provision job.

Fixes fault.policy.log.retention.old.snapshot ,whichisnotraised
against a PDB snapshot instead of CDB snapshots.

For MSSQL, 'Delphix Copy Only Full Backup' is now excluded when synchronizing to most
recent backup files.

Provides a better action message in Oracle nologging-related faults.

Retention no longer removes the previous timeflow until the current timeflow is
successful.

Fixed an issue that could cause upgrade failures.

Fixed an issue where APl login with an ambiguous user name returns an incorrect action.

The correct exception is now showing when hostname is not resolvable during
Environment Validation.

If there are any DB snapshots associated with the VDB during creation of a Self-Service
bookmark, there will be a message to drop all associated snapshots with the VDB and try
again.

The CLI error message that appears due to 'invalid primaryAddress value', has been
updated to provide better insight on a resolution.

Fixed an issue where the environment discovery path was not checked to ensure it is a
valid unix path.

Fixed an issue causing HOST_REFRESH failures when toolkit is on a shared filesystem,
with an Oracle RAC configuration.

For MSSQL, warning fault raised in case there is a failure while querying instance port.

After upgrades, NFSv3 services are automatically disabled if they are no longer required.
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Bug number

DLPX-84339

DLPX-84351

DLPX-84528

DLPX-84589

DLPX-85081

Continuous Data - Continuous Data Home

Description

Fault raised due to inconsistent snapshots creation time, due to manual change of
Delphix Engine time.

SMTP Test now has a check in the Ul to let the user know if the password was unaltered.
Save now has a check to not send the password if it was unaltered.

Datasets Search bar will now work for the staging push dSource as well.

Increased size of ssh key fields to allow for larger key, for environment users.

Fixed an NFS issue that could cause NFSv3 services to be disabled even though there were
active v3 mounts after an upgrade.

Release 8.0.0.0 changes

Fixes that take effect after an optional reboot (Activated after option Reboot)

Bug number

DLPX-83859

Description

Fixed a rare deadlock in the kernel that can cause a Delphix Engine to become
unresponsive to all management operations.

Fixes that take effect immediately after upgrade

Bug number

DLPX-43174

DLPX-48083

DLPX-52904

DLPX-53209

DLPX-59248

Description

Fixed an issue where Oracle VDB provision job will fail if the "Open database after
provision" flag is set to false.

Removed the CLI ability to set default user as it was not needed and prevents deletion.

After initial server setup, Default Snapshot/Snapsync policies are always in "US/Pacific",
regardless of the timezone selected during initial Engine Setup. An admin has to manually
change the time zone.

Improved error messaging during toolkit preparation (discovery) when there are host
problems.

Added a fix to throw a critical alert on the last failed attempt to collect the archive log.
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Bug number

DLPX-59308

DLPX-59689

DLPX-61734

DLPX-62857

DLPX-64413

DLPX-72691

DLPX-72740

DLPX-75521

DLPX-75605

DLPX-77438

DLPX-77792

DLPX-78702

DLPX-78741

DLPX-79136

DLPX-79919

DLPX-81182

Continuous Data - Continuous Data Home

Description
Added a timeout in the drop database PowerShell script.

Fixed an issue where the environment discovery could hang indefinitely when UserLAnd
commands hang (i.e. lsnrctl status, ps, etc.).

Fixed an issue where the user was unable to provision an Oracle VDB when there is a
dollar sign in the Tablespace name.

Permits listing users with only the "domainUserType" parameter.

Fixed an issue where provisions/refreshes of Oracle VDBs could fail when an obsolete
parameter is specified in the VDB config template.

Fixed an issue where multiple snapshots were reporting the same time in the Delphix
Continuous Data GUI for standby databases.

Increased users' pubkey support from 10 to 1000.

The correct error message will now be displayed in case of a provisioning failure due to
waiting for the 'DB STARTUP' process timeout.

Fixed an issue where the Security Banner was not displayed after SSH login.

Added a fix to disable UNDO operation if any children for the timeflow are present.

Fixed a misleading "toolkit inaccessible" error if password expired.

Fixed an issue where users with the SYSTEM permission are able to disable any source.

For MSSQL, raised a critical fault in case the Validated Sync interval increases to 16
minutes or more.

Fixed an issue where canceling an Oracle VDB preprovision job or a vPDB (into linked
CDB) provision job leaves the auxiliary database mounted on the target host.

Fixed an issue where the Delphix Continuous Data Engine allowed an environment with a
duplicate "crs_database_name" to be added.

Improved the error message for when the system is out of space.
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Bug number

DLPX-81425

DLPX-81497

DLPX-82152

DLPX-83575

DLPX-83635

DLPX-83788

DLPX-83823

DLPX-83904

DLPX-83954

DLPX-83977

DLPX-84103

DLPX-84151

DLPX-84255

DLPX-84324

DLPX-84495

Continuous Data - Continuous Data Home

Description

The Ul will now show the running jobs up to 60 days old.

Added a fix to improve "keystore.merge.required" fault for an Oracle TDE-enabled vPDB.

Fixed an issue where navigating resolved faults was slow.

The port in the connection string for a vPDB in a Linked CDB may be shown incorrectly
when it is registered to a non-default listener.

Fixed an issue where exporting the TDE encryption keys failed when the keystores root is
on ACFS and referenced via a symlink.

Suggested action in "exception.ccc.authenticate.failed" no longer references Delphix
Connector.

The issue where a Oracle PDB dSource snapshot is marked as not provisionable after
detaching and re-attaching the PDB to a different CDB using force flag is now resolved

Fixed an issue where a provision of an Oracle vPDB may fail during recovery if there are
many datafiles that are renamed under a single ORA-01244 error.

Package details are no longer revealed during HTTP redirection.

Fixed an issue causing inability to add a hook, due to "Duplicate key" error.

Persisting total "database_transaction_log_bytes_used" while taking a snapshot, for
debugging purposes.

The Replication Page performance has been optimized by making network calls
efficiently.

In a Single Engine Continuous Vault product, adding a new Sybase dSource to a locked
group may result in the background environment monitoring process to stop working.

Fixed an issue where NFS mounts on a Solaris target could fail after a deferred upgrade.

Fixed an issue that causes upgrades from versions < 6.0.17.0 to any version between
6.0.17.0 and 7.0.0.0 on a replication target engine which may fail due to the management
services being down, requiring a support call.
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Release 7.0.0.0 changes

Fixes that take effect after an optional reboot

Bug number Description
DLPX-83579 Fixed handling of domain names with a terminal period (.) in Terminal.
DLPX-83611 Fixed a race condition between storage device link creation and the storage pool

import process.

DLPX-83701 Added additional diagnosability tracepoints to the kernel unmount code.

DLPX-83697 Fixed a hang in the iSCSl initiator.

DLPX-83675 Fixed an issue that was causing stale entries to be created in a system file.

DLPX-83684 Fixed a crash in the zcache_probe command during upgrades.

DLPX-83916 Fixed cases when zcachedb was opening devices for writing when it should be read-
only access.

Fixes that take effect after an optional reboot (Activated after option Reboot)

Bug number Description

DLPX-80130 Fixed an issue which may cause the Delphix Engine to hang when doing storage
migration.

DLPX-83395 Fixed an issue when storage device removal consumes an unexpected high amount

of memory upon its completion.

DLPX-83697 Fixed a hang in the iSCSl initiator.

Fixes that take effect immediately after upgrade

Bug number Description
DLPX-66792 Fixed a misleading "toolkit inaccessible" error on VDB Stop/Refresh if password
expired.
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Bug number

DLPX-68053

DLPX-71907

DLPX-74604

DLPX-75278

DLPX-75488

DLPX-77214

DLPX-78014

DLPX-78506

DLPX-80300

DLPX-80473

DLPX-80512

DLPX-81238

DLPX-81750

DLPX-81794

DLPX-82288

Continuous Data - Continuous Data Home

Description

Fixed an issue causing phone home redaction fails when JSON contains
management stack errors.

Fixed an issue where C drive label gets over-written during mount script execution.

For MSSQL, provided a fix to raise warnings in case CommVault restore fails.

Fixed display data in Datasets Performance page table.

Listeners and Instances for SQL Server AG (Availability Group) will now be shown on
the User Interface correctly.

Fixed an invalid version status transition when upgrade is cancelled.

Automatically disable NFSv3 services when they are no longer required.

Fixed dSource Database Authentication issue. Now the user is able to edit the
credentials of the dSource DB, where authentication is configured using “Domain
User with HashiCorp Vault Credentials”.

Added more error information for Environment discovery failure when ISCSI target
port is blocked on network.

Fixed an issue where the vPDB unplug operation timed out during disable
operation.

Fixed pagination on Snapshots tab of Storage Capacity page. Now the user will be
able to see all the snapshots using the pagination control at the bottom of the page.

DFE caused by policy schedule with a non-recurring quartz cron string.

Added a more descriptive message while handling the condition where VDB is
renamed outside.

For MSSQL, raised a warning fault during environment monitoring in case dlpxrunas
is removed. Also, provided fix to propagate the cause of host unavailability while
environment refresh.

It is now permissible to remove devices after a deferred upgrade from before
6.0.12.0 (multi-device removal support added) to 7.0.0.0 or after.
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Bug number

DLPX-82316

DLPX-82882

DLPX-83002

DLPX-83153

DLPX-83372

DLPX-83422

DLPX-83434

DLPX-83564

DLPX-83608

DLPX-83622

DLPX-83706

DLPX-83783

DLPX-83787

DLPX-83789

DLPX-83819

DLPX-83824

Continuous Data - Continuous Data Home

Description

The issue with the failure of the Oracle vPDB provisioning from a standby source
and datafile added in the recovery stream is now resolved.

Fixed Script: Replacing Self-signed Certificates, on the Delphix Connector.

Cron expression handling has been fixed as per quartz cron expressions.

Fixed the issue where an invalid fault "fault.oracle.db.connection.failed" was raised
during VDB refresh.

Profiling script code enhanced.

Fixed an issue where Oracle move-to-asm script fails due to missing initialization
parameter file init.orain * SORACLE_BASE_CONFIG/dbs".

Upgrade Spring framework to 5.3.20.

Users can now perform V2P of dSource and VDB snapshot to root of a Windows
drive.

Users can now V2P an MSSQL dSource or VDB snapshot to a Mounted volume on a
Windows path.

Upgrade verify will fail from coming from 6.0.15.0 if a Fluentd plugin other than
splunkHec is configured. Support help will be needed to upgrade.

Fixed network connectivity issues in cases where the MAC address changes.

Implemented a fix to prevent invalid transition after a deferred upgrade.

Fixed an edge case issue that could cause an engine to be rebooted after a device
has been removed from the storage pool.

MountLunData.ps1 script code enhanced.

Fixed an issue causing script failure output duplication in debug logs.

Fixed an issue where datasets would intermittently going inactive with critical
faults.
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Bug number Description

DLPX-83828 While editing an Environment User, the Password field will be empty by default in
order to get the correct password from the end user.

DLPX-84073 Fixed an issue where existing TDE-configured vPDBs would fail to enable after
upgrading the Delphix Engine from 6.0.14.0 to a later Delphix Engine version.

Release 6.0.17.0 changes

Security Fixes
Bug number Introduced Description Security Bulletin
DLPX-83043 5.2.0.0 Weak DH 1024 bit exchange key detected by TB099

security scanner for the Delphix connector.

Fixes that take effect after an optional reboot

Bug number Description

DLPX-75209 Fixed an issue that could cause an AWS EC2 Delphix Engine to be left with no network
configuration following a change of instance type.

DLPX-80122 Fixed bug that caused disks with write errors in their history to have degraded performance
(activated after optional reboot).

DLPX-81081 Fixed bug that would sometimes cause VMs with a lot of MSSQL VDBs to report issues on
reboots (activated after optional reboot).

DLPX-81701 Fixed bug that would sometimes cause OS panics when issuing a reboot (activated after
optional reboot).

DLPX-82405 Fixed an issue where the NFS server could fail when restarted (activated after optional
reboot).
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Fixes that take effect immediately after upgrade

Bug number

DLPX-46621

DLPX-56976

DLPX-57078

DLPX-57934

DLPX-59179

DLPX-60981

DLPX-63889

DLPX-64169

DLPX-70817

DLPX-71064

DLPX-73533

DLPX-78787

DLPX-81043

DLPX-81532

Description

The issue with adding concurrent environment that resulted in
exception.executor.object.exists exceptionisnow resolved.

The Delphix engine now returns a descriptive error message if Oracle SnapSync or
environment monitor fails to connect to the database in the scenario where the value of

ORACLE_HOME or ORACLE_BASE issetincorrectlyin orabasetab file.

The issue that occurred during Oracle provisioning where if a job is canceled during recovery
steps, provisioning will continue until the end of recovery before the job is actually cancelled
is now resolved.

The issue where large text objects inserted into MDS caused errors and potentially
OutOfMemory is now resolved.

Warning fault will no longer be raised when linking is done to a source host running
Enterprise Edition SQL Server and a staging host is running Standard Edition SQL Server.

Fixed issue that prevented customers from reusing disks from old engines to new ones.

For SAP ASE, pre and post validated sync scripts have been removed. Any existing hooks are
converted to pre-hooks list and post-hooks list, respectively.

For MSSQL, provided a fix to handle registry exceptions for source environment.

Fixed issue that prevented customers from using a disk after running the 1/0 report card on
it.

Updated the error action for Lua and Platform plugin upgrade validations.

Added fix to prevent multiple connector operations' testing for the presence of the same
SCRIPT directory.

For MSSQL, added a retryer to get the FQDN of the host.
Added additional guidance while doing Replace Certificate on the Upload Certificate step.

Standby files for MSSQL V2P operations are now created in the DATA/db folder.
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Bug number

DLPX-81842

DLPX-82050

DLPX-82145

DLPX-82262

DLPX-82371

DLPX-82433

DLPX-82514

DLPX-82527

DLPX-82686

DLPX-82859

DLPX-82908

DLPX-82972

DLPX-83103

DLPX-83105

DLPX-83148

DLPX-83149

Continuous Data - Continuous Data Home

Description

Fixed an issue of Arithmetic overflow while fetching database size.

Fixed an issue in the intersection of extended replica retention, chained replication, and an
entire timeflow getting deleted on the source engine.

Fixed an issue where TDE-enabled RAC vPDB provisions may fail with “ORA-28374: typed
master key not found in wallet” when activating the key in the target CDB.

Disabled Apollo client DevTools to avoid vulnerabilities.

Delphix Engine improvements.

Fixed an issue where provisioning or refresh of TDE-enabled vPDBs could fail with an internal
errorifthe tdeKeystoresRootPath contains any special characters.

Password field is now initially empty so that users can enter password.

Delphix Engine improvements.

Rollback during upgrade now works on Cloud Engines.

Fixed an issue where API clients that close their connections early while getting a list of
snapshots could cause an internal resource leak that could make the application
unresponsive if a replication job is initiated afterward.

Managed Source Data Ul page now correctly displays the Type of Data for AppData sources.

Provided the capability to override default root squash behavior for mounted filesystem of
unstructured files via Tunable: LUA_VFILE_TOOLKIT_ROOT_SQUASH_DISABLE .

Fixed an issue of environment refresh failure for Windows host after upgrade to 6.0.16.0
occurred due to iSCSI related registry parameters’ monitoring.

Fixed an issue following upgrades where SSO entitylD changes without user intervention.

Fixes environment refresh of an Oracle Live Source environment failure reporting an internal
error.

From Windows Connector side, while handshaking, stop using the cipher suites which uses
Diffie-Hellman key exchange with keys less than 2,048 bits in size.
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Bug number

DLPX-83206

DLPX-83359

DLPX-83504

DLPX-83595

Continuous Data - Continuous Data Home

Description

Improved the error message that is displayed when RMAN/sqlplus connection to an Oracle
virtual database fails.

Delphix Engine improvements.

Delphix Engine improvements.

The default behavior for VDBs is altered, to disable DBCC CHECKTABLE commands for
datafile accessibility.

Release 6.0.16.0 Changes

Bug number

DLPX-67753

DLPX-72068

DLPX-74396

DLPX-80172

DLPX-80271

DLPX-80387

DLPX-81184

DLPX-81692

DLPX-81996

Description

Fixed an issue causing redirect responses to reveal server type and version when HTTP
redirection is enabled.

Improved the way volumes are fetched while working on mounts.

Fixed an issue that occurred when manually adding a database to an environment which has
the same unique name as a database in another environment managed by the same Delphix
engine. Previously, Delphix reported an incorrect environment containing the same unique
name.

Updated the Self-Service refresh warning message.

changeArchivelogMode now has an associated job event.

Fixed an issue where Oracle move-to-asm script would fail while dropping temp due to
tempfiles being in use and unable to be dropped after the database was started.

For S3 object store, the "Base URL" input is renamed to "endpoint". The "region" input is
now a dropdown for the user to select from a list of standard regions. The endpoint
corresponding to that region will now be auto-populated.

Fixed an issue where Direct NFS was not being detected for Oracle 21.

Fixed an issue where an environment refresh after upgrade did not remove outdated/
obsoleted toolkit componentsin 6.0.014.0 and 6.0.15.0.
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Bug number

DLPX-82075

DLPX-82112

DLPX-82236

DLPX-82308

DLPX-82329

DLPX-82334

DLPX-82381

DLPX-82392

Continuous Data - Continuous Data Home

Description

Fixed an issue that prevented the creation of a network route whose gateway is reachable
through multiple interfaces.

Added checks to prevent using NFSv4 with Direct NFS for some Oracle 19 versions that don't
support v4 due to an Oracle bug.

Fixed an issue where Speculative Logging was being called out of context and could lead to
unbounded consumption of rpool.

Fixed an issue where the provision/refresh of an Oracle Key Vault vPDB fails with,
"ORA-28365: wallet is not open".

Action-based alerts now include the success or failure state of the action, including the
reason in case of failure.

Enabled the creation of on-link network routes; routes whose destination are directly
reachable without a gateway.

Improved Replication performance on engines with a lot of objects.

Fixed an issue where after editing credential environment variables, the create/provision
VDB wizard would fail because the environment variables were missing the password field in
the payload. The required password field has now been added.

Release 6.0.15.0 changes

Fixes that take effect after an optional reboot

Bug number

DLPX-80760

Description

Increased the inotify limit to address a defect during upgrade.

Fixes that take effect immediately after upgrade

Bug number

DLPX-68240

Description

Fixed an issue where LogSync for an Oracle RAC standby does not set max number of
backup tasks correctly.
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Bug number

DLPX-73375

DLPX-75677

DLPX-78913

DLPX-79228

DLPX-79528

DLPX-79596

DLPX-79780

DLPX-79999

DLPX-80206

DLPX-80254

DLPX-80406

DLPX-80487

DLPX-80494

DLPX-80619

DLPX-80909

Continuous Data - Continuous Data Home

Description

Added granularity in restore job events to mark various phases of Restore Backup process.
Added events in Restore Backup job to provide information at the start of the Redo phase
of a restore command.

Fixed an issue causing auto population of the encryption key when no input is given.

Fixed a minor typing issue when deleting a MSSQL database.

Fixed a VDB Start Fault after a VDB start job is successful.

Made improvements in environment monitoring to return the NO_DELPHIX_DATABASE
status for Staging Push dSources when they are not managed by Delphix, and avoids
monitoring other attributes for such databases.

Made a change in the enable flow for Staging Push dSources to always make an attempt at
unmounting the DATA storage before dropping the staging database.

Mount with local_lock=all on Linux, when mounting VDBs with NFSv3.

Use the offset in the time_zone column of msdb.dbo.backupset to convert the timestamp
correctly for a backup from a source, and then continue using the staging host timezone to
display the time of a snapshot on the UL.

Updated MD5 checksums for Oracle 12.1.0.2.0 OJDBC jars.

Fixed an issue where Oracle JDBC jar checksum checks are being reported as false positives
despite underlying database connection issues.

The Spring framework has been updated due to the Spring4Shell vulnerability.

Fixed an issue where the Delphix Ul would sometimes not render, showing waiting for
response.

Added an action item to check for support Host and Server Type combination while adding
MSSQL environments.

This change will introduce the ability to add sporadic failures via tunable:
ADDITIONAL_SPORADIC_FAILURES.

Cross-Site Scripting (Reflected) in /resources/json/delphix/session.
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Bug number

DLPX-81048

DLPX-81090

DLPX-81100

DLPX-81242

DLPX-81308

DLPX-81358

DLPX-81502

DLPX-81696

DLPX-81710

Continuous Data - Continuous Data Home

Description

Removed the requirement for Linux kernel recover-lost-locks setting when using NFSv4
with Oracle dNFS.

Can now enable/disable SNMPv3 vs. v1/v2.

Updated the command for checking database files accessibility while fetching the VDBs
status with a lighter and less intrusive command, to get relief from VDBs being stopped
randomly.

Fixed an issue preventing the upgrade of a replication Continuous Vault source with
automatic replication.

Fixed an issue causing Appdata SnapSync to crash with NullPointerException when a
virtual database is not successfully refreshed or rollbacked.

Fixed the unnecessary alerts of timezone discovery failure that users were facing randomly
for the cluster environments.

Improved performance of the Replication page.

Users should now be able to enable the feature flag AZURE_DATA_BANK.

Fixed an issue where an engine could not be setup when objectStorage is enabled.

Release 6.0.14.0 changes

Security Fixes

Bug number

DLPX-81059

Bug Introduced in Description Security bulletin

5.2.2.0 Arbitrary Code Execution may be TB098
performed when configuring masking
environments

Fixes that take effect immediately after upgrade

Bug number

DLPX-38908

Description

Oracle LogSync should automatically resolve faults for transient issues
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Bug number

DLPX-39193

DLPX-57078

DLPX-57405

DLPX-62343

DLPX-64386

DLPX-65413

DLPX-66879

DLPX-69453

DLPX-69802

DLPX-76382

DLPX-77840

DLPX-78412

DLPX-78726

DLPX-78754

DLPX-78986

DLPX-79077

DLPX-79242

Continuous Data - Continuous Data Home

Description

Null Pointer Exception in Oracle LogSync backup stream handler

Job cancel requests during Oracle provisioning are not processed until the end of recovery

move-to-asm.sh does not support TDE-enabled databases

disable the OPTIONS method for all HTTP(S) requests

Oracle LogSync thread may hang when trying to remove temporary RMAN command file
from source host toolkit directory

Ensure "source-archive" directory is unmounted at start of Oracle Provision

Oracle LogSync can create orphaned logs in certain scenarios

Provide tunable for Oracle LogSync client timeout

Common Toolkit directory is not removed from a mounted shared NFS location when the
environment is deleted

Force disable should succeed despite environmental problems

Fixed an issue on the Setup pane to allow successful completion of an smtp test against a
specific email address

SCM/Talaria failure reason should be communicated in the Delphix fault warnings

Removing windows environment performs cleanup of iSCSI persistent login target

Disable operation is prohibited on replicated sources

Prevent DSP connections for disabled Oracle RAC cluster nodes

Resolved an issue of an infinite spinner when validating BEQ credentials for Oracle dSource
with duplicate unique_name. While linking a dSource, credentials are now required when
discovering an unknown CDB.

Splunk HEC token logged to debug logs during splunkHec test
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Bug number

DLPX-79396

DLPX-79502

DLPX-79591

DLPX-79742

DLPX-79823

DLPX-79942

DLPX-80137

DLPX-80144

DLPX-80217

DLPX-80302

DLPX-80369

DLPX-80415

DLPX-80439

DLPX-80440

DLPX-80482

DLPX-80483

Continuous Data - Continuous Data Home

Description

Allow users to unset Oracle database user name and credentials through CLI if Simplified
Connection Management is enabled.

SnapSync fails if more than 1000 tempfiles exist in the whole CDB

Changed the NFSv4 minimum supported target Redhat version to 6.4 (was previously 6.3).

Unable to provision PostgreSQL VDB to Linux host with processor type of ppc64le

Improved the action item for failure to enable/attach the staging push dSource.

Improved the action item for failure to enable/attach the staging push dSource.

Limit SNMP configuration access to sysadmin

Oracle SnapSync crashes with NullPointerException when a PDB dSource is renamed and
replaced with a new PDB of the same name

Fixed issue with filename conflicts during source backup restore

It was necessary to restart the auxiliary CDB during a TDE provision after recreating the
autologin keystore

Oracle environment monitor triggers fault.oracle.db.connection.failed fault immediately
on dataset stop or disable.

Fixes long delay in operations such as VDB start/stop when JDBC Thin connection to
database fails due to unable to establish network connection.

Provide mount location to upgrade scripts during Lua to Python upgrade process if mount
specification has not been provided.

Fixed spinner issue while provisioning a VDB from a SQL Server staging dSource from
Provision VDB option in datasets menu

TDE-enabled provisions to a RAC target fail with "ORA-28365: wallet is not open” while
attempting to reopen the database in start_database.sh in the auxiliary

Fix failing TDE-enabled vPDB provisions to a linked RAC container database due to
"ORA-28365: wallet is not open" errors
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Bug number Description

DLPX-80487 Improved performance across dataset and replication related pages.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description

DLPX-80078 The issue with removing files with complex file permissions on EBS is now fixed

Release 6.0.13.1 changes
Fixes that take effect immediately after upgrade
Bug number Description

DLPX-80818 libc upgrade necessitates PostgreSQL re-index.

Release 6.0.13.0 changes
Security Fixes
Bug number Bug Introduced in Description Security Bulletin

DLPX-79789 5.3.0.0 Arbitrary Code Execution May Be Performed ~ TB096
by Engine System Administrators.

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-7868 The issue with the confusing vPDB error on a snapshot
after resetlogs of a linked CDB is now fixed.

DLPX-41671 You can now update the Oracle cluster home through
the user interface.
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Bug number

DLPX-43467

DLPX-50309

DLPX-59757

DLPX-67604

DLPX-68684

DLPX-74613

DLPX-75467

DLPX-75646

DLPX-75878

DLPX-75989

DLPX-76956

Continuous Data - Continuous Data Home

Description

When dSource is an Oracle standby in RTA mode,
LogSync was raising the
fault.oracle.linkedsource.log.conflict error and getting
disabled on its own. This issue is now fixed.

Users can now change logSynclinterval for Oracle
dsources.

The count for masking jobs fetched from the Masking
Engine is now configurable. By default, it is set to 500.

The manual recovery of a database after V2P from a
snapshot of dSource was failing with an error. This
issue is now fixed.

The self-signed certificate is now compliant with the
requirements for trusted certificates in MacOS 10.15.

Oracle VDB migration check needs to be done against
the Oracle target host instead of the source.
Furthermore, the Error and Action plan provided
should include the target hostname.

The CLI now returns correct and descriptive error
messages when executing unauthorized requests on
uninitialized engines.

To diagnose BEQ connection failure, this release adds
MD5 checksums for ojdbc*.jar for Oracle release
versions up to currently supported release version.

The issue with the JDBC connection string for an
Oracle vPDB not getting updated after an IP address
change is now fixed.

The issue with the failure of environment discovery of
an Oracle Cluster with a NullPointerException error is
now fixed.

Previously, the Oracle JDBC test connection with the
wrong password was increasing the LCOUNT value
by more than 1. This issue is now fixed.
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Bug number

DLPX-77140

DLPX-77231

DLPX-77600

DLPX-77880

DLPX-78015

DLPX-78174

DLPX-78420

DLPX-78473

DLPX-78488

DLPX-78594

DLPX-78688

Continuous Data - Continuous Data Home

Description

This release now speeds up metadata that is sent
during replication when Extended retention is
involved.

Previously, when source discontinuity on the dSource
was followed by resync on the livesource, one or more
livesource workers were failing to start. This
prevented livesource status from getting updated and
the first snapshot from being taken after resync. This
issue is now fixed.

This release fixes NPE when Linking dSource with
missing backup and unreachable nodes.

This release improves scalability for engines with an
extremely large number of snapshots that were
causing them to run out of memory.

Previously, V2P export with absolute data files was
failing with an internal error. This issue is now fixed.

Insecure DES is no longer supported for SNMPv3.

This release adds V2P support for Windows server
2022 host machines.

This release improves load times for Datasets and
Dataset Performance pages for engines with a large
number of datasets and containers.

Previously, when switching from the backup server to
ASE, dump history was not working for dSources
configured to use the remote backup server. This issue
is now fixed.

This release fixes an issue with disabled VDBs not
being able to undo a refresh.

TLS 1.0 and TLS 1.1 ciphers are no longer available.
Any system that is only configured with TLS 1.0 or TLS
1.1 ciphers is switched to use the default cipher set.
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Bug number

DLPX-78693

DLPX-78696

DLPX-79126

DLPX-79292

DLPX-79344

DLPX-79422

DLPX-79789

DLPX-79808

Release 6.0.12.1 changes

Continuous Data - Continuous Data Home

Description

Invalid sync parameters will not cause DE server
unavailability.

Switching sync strategy from source sync strategy
type to sourceless strategy type is not allowed.

VDBs can now be automatically started with the
tunables if stopped intermittently because Windows
fail to write on the mount (Msg 9001).

This release eases restrictions on taking a snapshot of
PDBs with encrypted UNDO tablespaces.

Previously, Snapsync of a standby PDB in mount mode
was failing with the ORA-01109: database not

open error message. This issue is now fixed.

Previously, clicking on a Replication Profile was
resulting in the following error message An error

happened while communicating with the

server . Thisissue is now fixed.

Under certain conditions, arbitrary code execution
may be performed by sysadmins.

This release fixes failures if the VDB name is more than
68 characters.

Fixes that take effect immediately after upgrade

Bug number

DLPX-79151

Description

The issue with remote syslog configurations
preventing engine upgrades or virtualization service
restarts is now fixed.

Release notes- 67



Continuous Data - Continuous Data Home

Release 6.0.12.0 changes

Log4j Updates

Based on detailed testing and analysis, all the currently supported products are not susceptible to known logé4j
vulnerabilities. Please refer to TB095 Technical Bulletin for more information. All instances of log4j in currently
supported Delphix products are updated to log4j 2.17.1 as of this release.

Delphix keeps you updated on the latest developments and keeps releasing hotfixes, procedures, and workarounds
for such critical vulnerabilities. For more information on how Delphix supports our product and customers in such
cases, see Delphix Product Security

For more information, refer to the following pages:

« TBO095 log4j vulnerabilities

+ Uninstalling the delphix connector service from the target database servers
+ Delphix product lifecycle policies

» Product security

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-23068 Validation for target database parameter 'DB_FILES'
for single-tenant databases for the following
operations: provisioning, refresh, rewind, and
converting a dSource to LiveSource is now added.
Furthermore, specific error messages for handling
ORA-00059 errors are added.

DLPX-44544 The issue with the SnapSync of an Oracle standby
dSource in Real-Time Apply mode calculating the
snapshot's timestamp incorrectly is now fixed. This
issue was resulting in ORA-01194 or ORA-01152 errors
when provisioning to a timestamp after the snapshot.

DLPX-56691 The issue with the data files of a VDB getting
unmounted when provisioning, refresh, or rollback job
is canceled manually is now fixed.

DLPX-57971 The issue with the latest snapshot of a LiveSource
taking a long time to show the SCN/timestamp range
on its card in the GUI is now fixed.

DLPX-60320 Ul now allows the selection of older dataset
repositories (downgrade) in addition to selecting
newer ones (upgrade).
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Bug number

DLPX-67069

DLPX-68132

DLPX-72123

DLPX-72779

DLPX-73975

DLPX-74862

DLPX-75763

DLPX-76266

DLPX-77123

DLPX-77347

Continuous Data - Continuous Data Home

Description

The issue with the stopped Oracle VDB monitoring by
the environment monitor that resulted in connection
errors flooding the debug log is now fixed.

The issue with the “Copy query to clipboard” SQL copy
functionality in the “Managed Source Data” is now
fixed to have correct apostrophe characters.

The issue with the failure of detaching or deleting an
Oracle dSource operation on RAC environments (This
issue was occurring due to failure of deletion of RMAN
backups on RAC and the operation needs to be retried
with a force option) is now fixed.

The Ul showing enabled or disabled for cluster nodes
now uses a grid table. The Enabled column contains a
checkmark to show whether the cluster is enabled or
disabled. Users are able to select or unselect the
checkmark to enable or disable a cluster.

Critical storage faults should not be ignorable nor
manually resolvable

This release fixes an issue where the RESUME
operation failed without any error thrown to the user
on dSources where ENFORCE was still in progress. The
fix will make sure that even if RESUME fails, it throws a
DUE to the user with suggested actions to resolve the
issue.

The issue with the failure of refreshing a VDB
provisioned as an empty vfiles since there is no parent
container to refresh from is now fixed.

The issue with the VDB Disable operation that resulted
in an error message while connectivity with the host
machine can't be established is now fixed.

You can now run Upgrade Verify when another
upgrade isin progress.

This release fixes the difference in time shown for
MSSQL snapshot based on different database
authentication methods.
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Bug number

DLPX-77638

DLPX-77664

DLPX-77913

DLPX-77925

DLPX-78113

DLPX-78183

DLPX-78244

DLPX-78258

DLPX-78263

DLPX-78265

Continuous Data - Continuous Data Home

Description

The issue with the failure of the End Entity Certificate
expiration fault is now fixed.

The issue with the failure of the Oracle SnapSync with
an error message, "RMAN-06183: datafile or datafile
copy (file number ) larger than MAXSETSIZE" if a
datafile resized in the middle of SnapSync is now
fixed.

The issue with the faults table missing data if there
was more than one page of faults is now fixed.

The issue with the unsupported Windows release error
message is now fixed.

MSSQL VDB database size will now be refreshed
periodically based on
environment_monitor.dynamic_attributes_check_per
iod tunable.

The issue with the MSSQL validated sync schedule not
getting updated without successful backup
restoration is now fixed.

The issue with the failure of a few operations on self-
service containers due to incorrect entries
corresponding to the Oracle log metadata on the
Delphix engine is now fixed.

The issue with the input bug that retained cleared out
DB credentials in the dSource linking wizard is now
fixed.

The issue with the failure of a SnapSync of an Oracle
standby dSource in Real-Time Apply mode with an
error message,
"exception.oracle.snl.linkedsource.current_scn.invali
d" if the rate of change in the database is low is now
fixed.

Offline Oracle bystander PDBs data files can now be
optimized leading to improved provision
performance.
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Bug number

DLPX-78309

DLPX-78334

DLPX-78392

DLPX-78522

DLPX-78791

DLPX-78938

Release 6.0.11.0 changes

Security Fixes

Bug number Bug Introduced in

DLPX-77921 6.0.8.0

Continuous Data - Continuous Data Home

Description

The issue with the CLI being unable to log in to system
users when the main virtualization service is down is
now fixed.

The issue with a large number of missing Oracle
archive logs causing an error while viewing dataset is
now fixed.

Hosts running Windows Server 2022 can now be added
as Source and Target environments to the Delphix
Engine.

SSLv3, TLS 1.0, and TLS 1.1 are no longer
configurations options for HTTPS. Any system
configured only with these removed options will be
automatically set to use TLS 1.2.

This release upgrades log4j from 1.2.17 to the latest
2.x in Windows Connector.

This release upgrades log4j in virtualization to 2.17.1.

Description Security Bulletin

Arbitrary Code Execution ~ TB094
by Delphix System

Administrators may be

Performed on

Virtualization and

Masking Engines
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Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-53019

DLPX-59299

DLPX-59662

DLPX-62706

DLPX-64082

DLPX-65729

DLPX-69778

DLPX-72043

DLPX-72220

DLPX-72225

DLPX-72237

Description

The issue with the missing redo alert raised during the
environment monitor check has now been resolved.

Discovery and monitoring rely on "Connected" in
sqlplus output, which may not be the case if
NLS_LANG is set to another language (e.g. Japanese).
Downstream operations, like linking or provisioning,
may then fail due to missing user privileges.

The issue with copy-Only Backups failure with Virtual
Service Accounts has now been resolved.

The issue with the Hostchecker not properly
checking /home/delphix permissions has now been
resolved.

The issue with Oracle Provisioning scripts having hard-
coded timeout issues has now been resolved.

Added retry functionality to the 'read backup files'
operation during a validated sync to an account for an
unstable environment.

SAML response is not logged on successful SSO login.

The issue where LiteSpeed
xp_restore_headeronly stored procedure

failure message are displayed when validated sync is
active for dSources with LiteSpeed backup has now
been resolved.

A Ul issue that occurred while updating the vault when
only the private key is changed has now been
resolved.

Admin user created from management Ul is no longer
showing as 'non-admin’ type.

The 'Verify Credentials' button from the DSP
Throughput test page is now removed.
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Bug number

DLPX-72369

DLPX-72778

DLPX-74555

DLPX-74676

DLPX-74851

DLPX-74896

DLPX-75335

DLPX-75500

DLPX-75952

DLPX-75995

DLPX-76244

Continuous Data - Continuous Data Home

Description

The dependency on a parent snapshot relying on the
latest snapshot is now removed if a parent snapshot
does not exist during the VDB enable operation.

Oracle dSource attach operation with changed DB ID
using 'Force' option is now allowed.

Updated the "no Delphix connector" message while
provisioning a Windows source environment.

Oracle LiveSource LogSync should only catalog valid
archive log files.

In the Add Environment GUI, the mouseover
information for "Set Delphix Session Protocol Options
(DSP)" has been currented.

The race condition issue when running Oracle VDB
refresh and dSource snap sync resulting in incorrect
MDS entry for the parent snapshot of a VDB in the

dlpx_timeflow table has now been resolved.

Added a product name and product version for the
Delphix Connector executable so this information can
be available before installation.

For ag cluster nodes, if the refresh fails due to
timezone discovery failure, don't delete the nodes
from MDS as it doesn't mean we had an issue with the
nodes.

Database configs will be replicated only if the
associated VDB is replicated.

The issue causing environment 'Add' or 'Refresh’ to
fail when PowerShell Transcription is enabled has now
been resolved.

The issue where TCP fallback connection to database
stops responding if the Oracle database instance is
down has now been resolved.
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Bug number

DLPX-76290

DLPX-76731

DLPX-76759

DLPX-76777

DLPX-76793

DLPX-76974

DLPX-77112

DLPX-77284

DLPX-77345

DLPX-77405

DLPX-77676

Continuous Data - Continuous Data Home

Description

Databases of UNKNOWN cdb type are now included in
the attachment of a non-PDB container.

Added Delphix support for WALLET_ROOT and

TDE_CONFIGURATION parametersto manage
wallets in 19c instead of sqlnet.ora.

Added "Response" to faults along with other details
when logged in the Admin App.

Remove orphaned Oracle logs resulting from archive
log fetch timeouts.

Added execution timeout for execution of
UpdateFileACL.ps1.

The issue where a user was unable to change 'from
address' of SMTP server to noreply@delphix.com in
the GUI has now been resolved.

The issue where an Oracle VDB cannot be provisioned
between different minor versions if the Source is on
higher RU has now been resolved.

The issue where after a hotfix was removed due to a
successful upgrade, the system would still indicate the
hotfix was installed post-upgrade has now been
resolved.

The issue where provisioning a vVDB fails with
java.lang.OutOfMemoryError when sqlplusis
used to rename the datafiles has now been resolved.

Replicated password vaults will no longer be visible in
the UI.

The issue where provisioning a vPDB from a PDB
dSource fails with "ORA-65114: space usage in

container is too high" if PDB max_size/

max_pdb_storage isconfigured has now been
resolved.
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Bug number

DLPX-77708

DLPX-77844

DLPX-77904

DLPX-77912

ORB-2465

Continuous Data - Continuous Data Home

Description

The issue where a refresh/disable/destroy of a VDB
using NFSv3 could cause loss of access to other VDBs
that were using NFSv3 has now been resolved.

The issue where V2P operations from a VDB snapshot
would result in the deletion of any production
datafiles that exist on specified V2P target directory
has now been resolved.

Removed 'Factory Reset' for Delphix Engines that are
Data Vaults, as the operation is disabled for those
engines.

The issue that can cause a VDB stop, refresh, or
rollback to fail with an internal error has been
resolved.

Removed the requirement that SAML SSO email
addresses must match case-sensitively for SSO logins.

Fixes that take effect after an optional reboot

Bug number

DLPX-77577

Release 6.0.10.1 changes

Description

Increased nvme I/0 timeout to prevent storage issues
in EC2 (Activated after optional Reboot).

Fixes that take effect immediately after upgrade

Bug number

DLPX-77467

Description

Loading the setup app dashboard (as sysadmin) was
rendering a server error popup with instruction to
contact Delphix Support. This 6.0.10.0 error has been
known to impair the ability to configure web proxy,
PhoneHome, SMTP servers, and other connectivity
settings via the GUL. It has now been resolved.
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Release 6.0.10.0 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-18438

DLPX-35480

DLPX-57516

DLPX-58133

DLPX-58675

DLPX-63003

DLPX-63347

DLPX-63601

Description

The issue with provisioning to the latest available time
that resulted in generating

the exception.oracle.target.point.not_p

rovisionab'le exception has now been resolved.

Previously, static routes were being added using the
add command. Now, the same can be added using the
create command.

The issue with the failure of management service to
start after configuring some abbreviated timezones
from a picklist in server setup or sysadmin CLI has now
been resolved.

Previously, the Oracle SnapSync operation was
resulting in a warning for BCT usage on editions that
do not provide it. This issue has now been resolved.

The issue with the deletion of the last snapshot on
timeflow by Retention during a failed Oracle DB_SYNC
operation has now been resolved.

The issue with memory being exhausted while reading
too many snapshots from MDS has now been resolved.

If the staging source has the "Use as Staging" flag set
as off, the user was seeing a specific exception while
trying to enable a linked dSource to pointin the
direction of what needs to be done. Any compatibility
failure will now have a specific exception.

Previously, querying the following operation
"backupset table" and "whether a database is part of
AG or not" was resulting in deadlocks and lock
timeouts errors. We have now added retries to resolve
the issue.
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Bug number

DLPX-64369

DLPX-65949

DLPX-69831

DLPX-70317

DLPX-71018

DLPX-71292

DLPX-71639

DLPX-71769

DLPX-72011

Continuous Data - Continuous Data Home

Description

The issue with
throwing fault.oracle. linkedsource.incom

plete.tempfile for physical standby has now
been resolved.

The issue with misleading status in the progress bar
while taking a copy-only backup has now been
resolved.

Previously, the Oracle dSource SnapSync operation
was not displaying a clear failure message if a dSource

db_unique_name ischanged. This issue has now
been resolved.

The issue with the restarting of the NFS-server by the
reaper thread while deleting a vPDB from a linked CDB
with Talaria turned on has now been resolved.

The issue with Ul displaying only the suffix of the
device name used by Hyper-V has now been
resolved. Ul now displays a unique device name for
storage in Hyper-V.

The issue with the allowance of incremental SnapSync
after

LogSync throws fault.oracle.linkedsource.

log.conflict hasnow been resolved.

The NFSv4 is now set as the default option when
mounting datasets from OS platforms that support it.

The need to set permissions of SORACLE_HOME /dbs s

ubdirectories using STARTUP SPFILE syntax is now
removed.

The issue with the CLI network setup not configuring
the first network interface when multiple interfaces
exist has now been resolved.
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Bug number

DLPX-72186

DLPX-72432

DLPX-72956

DLPX-73575

DLPX-73590

DLPX-73800

DLPX-74504

DLPX-74945

DLPX-74992

DLPX-75389

DLPX-75517

Continuous Data - Continuous Data Home

Description

The issue with CDB log file retention working
incorrectly if a PDB has multiple time flows pointing to
the same CDB timeflow has now been resolved.

The format of zpool_iostat_60. log hasbeen

enhanced in this release. A timestamp is recorded for
each sample in the log, making it easier to determine
the time for each sample.

The issue with disabling the Oracle LogSync after
running the validated sync job has now been resolved.

The timezone monitoring is now added for the
Windows hosts.

You can now refresh a VDB whose parent dataset is in
a different group without needing authorization on
the parent or its group.

The issue with the failure of olsnodes when run as a
non-Oracle user has now been resolved.

The issue with throwing a new DUE and
NotFoundException when ojdbc libs cannot be read
has now been resolved.

Ul now displays a detailed error message for
transaction log-chain break fault.

The issue with the failure of SnapSync operation when
Database incarnation reset-logs end time is changed
from "2021-03-13 22:03:07.0" to "2021-03-13
21:03:07.0" for virtual pluggable database “ " has=""
now=""been="">">

The issue with the recording of the insufficient details
by Logsync when dbid change was detected has now
been resolved.

The issue with the failure of the Oracle vPDB
provisioning with the "ORA-00959: tablespace 'TEMP'
does not exist" error has now been resolved.
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Bug number

DLPX-75721

DLPX-75737

DLPX-75897

DLPX-75951

DLPX-76288

DLPX-76388

DLPX-76406

DLPX-76447

DLPX-76613

DLPX-76690

Continuous Data - Continuous Data Home

Description

The issue with the failure of an Environment discovery
with the "DelphixFatalException: Unknown Oracle
Database status: REFRESHING" error has now been
resolved.

The issue with saving unnecessary logs by Retention if
bookmark falls exactly on a snapshot end SCN or
snapshot end timestamp has now been resolved.

Previously, failure to start I/O services after the
upgrade operation was resulting in a stack restart
loop. This issue has now been resolved.

The internal error being signaled during VDB
SnapSync by removeUnneededZFSFiles whena

data file is physically removed during processing by an
external cause has now been resolved.

The NFS latency for workloads involving a lot of
parallel 1/O (e.g. Oracle VDBs with concurrent accesses
to many data files) is now improved.

Previously, entering key pairs directly into hook
environment variables, as opposed to via a vault or as
passwords were resulting in an internal error. This
issue has now been resolved.

The issue with NFS-based VDBs becoming
unresponsive has now been resolved.

The issue with the V2P Functionality to customize
target directory structure for exporting database files
to separate file systems not working as documented
has now been resolved.

The issue with the unnecessary accumulation of heap
when validated sync is active for dSources using an
environment user that eventually can cause out of
memory issues has now been resolved.

The issue with the removal of extraneous Oracle data
files while creating snapshots has now been resolved.
The extraneous Oracle data files are now removed
during the provisioning operation.
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Bug number

DLPX-76692

DLPX-76718

DLPX-76760

DLPX-76802

DLPX-76891

Continuous Data - Continuous Data Home

Description

For V2P operation, we now use the unbuffered copy
method for better performance.

The issue with the creation of the extraneous Self-
Service branch segments during the replication
operation has now been resolved.

Environment clusters will now show faults from their
child nodes.

Previously, the engines that are in the DEFERRED
upgrade state were resulting in the "Large Receive
Offload" option turned off which was leading to
performance degradation in network transfers. This
issue has now been resolved. Upgrading the engines
that are in the DEFERRED state will also resolve the
issue.

Screen reader support is now enabled.

CRON expression labels now ask for Quartz format on
the user interface.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-76619

DLPX-76203

DLPX-76119

DLPX-76991

Description

The NFS reliance on DNS to prevent VDB
unresponsiveness related to DNS unreliability is now
reduced.

The NFS latency for engines with many Oracle dNFS
clients is now improved.

The issue with the Delphix Engine crashing or
becoming unresponsive when canceling a replication
job has now been resolved.

Optimized in-memory cache eviction by making minor
improvements to /0O performance.
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Release 6.0.9.0 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-28435

DLPX-40005

DLPX-48080

DLPX-55951

DLPX-59613

DLPX-64307

DLPX-66191

DLPX-67537

DLPX-69605

DLPX-70502

DLPX-71002

Description

MS SQL instances PatchLevel will be displayed in
preference to the version on the Ul.

Improved the error message that is displayed when a
JDBC connection cannot be established or the Oracle
database Instance is unavailable.

Oracle Home Check may generate spurious faults if
Oracle Home entry does not exist in /etc/oratab.

Attempting to provision a plugin-based VDB onto an
incompatible OS (Windows to Linux or vice versa) is
possible in the Ul, and would fail with a crash requiring
arestart. Now an informative error message is shown
after the attempt is made.

Fixed creation of retention policies workers on replica
objects after failover.

Environment refresh should ignore cluster discovery
for Oracle VDBs.

Fixed the side-effects of the native Windows "Recent
Files" behavior, when large numbers of PowerShell
operations are being run concurrently.

Domain administrators can now create, view, and edit
the alert profiles of other domain users.

Poor error message when selecting Timeflow range.

On detaching a dSource, delete backup server entry
from MDS and related ones if the backup server is
unused.

In case we have null values coming for
recovery_model from msdb.dbo.backupset table, the
user will see a generic exception for manual sync and a
fault for validated sync.
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Bug number

DLPX-71908

DLPX-72012

DLPX-72411

DLPX-72609

DLPX-72695

DLPX-73409

DLPX-73586

DLPX-73720

DLPX-74050

DLPX-74078

DLPX-74197

Continuous Data - Continuous Data Home

Description

Users will now see a warning when they remove any
object from the replication specification list.

Prevents the same IP address from being configured
on more than one network interface.

Environment names for Windows and Oracle Clusters
are once again editable by users.

When we do MSSQL standalone environment
discovery, the user will see a warning for databases
attached to AG that are present and will not be
discovered unless cluster environment discovery is
selected.

Improved Oracle SnapSync performance by
eliminating unnecessary calls to getTotalHoleBlocks.

Duplicate listener entry gets generated in MDS if
Oracle listener is manually started with a non-
uppercase name.

Fixed a display error of some snapshot names in the
command line interface which showed references
instead of actual names.

Provisioning an Oracle vPDB fails with "ORA-65149:
PDB name conflicts with existing service name in the
CDB or the PDB" if the PDB and CDB names are the
same.

Environment names for Windows and Oracle Clusters
are once again editable by users.

The Target Directory path is combined with other
directories such as Data Directory, Archive Directory,
Temp Directory, etc to build the full path for data files,
archive logs, temp files, etc. As long as the combined
paths are valid the V2P job proceeds.

Fixes a misleading warning about insufficient space on
areplication target.
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Bug number

DLPX-74201

DLPX-74367

DLPX-74377

DLPX-74387

DLPX-74398

DLPX-74486

DLPX-74495

DLPX-74681

DLPX-74806

DLPX-74860

DLPX-74975

DLPX-75026

Continuous Data - Continuous Data Home

Description

Snapshots created as a result of refresh or rewind
operations will now be labeled as just "Snapshot" to
avoid confusion. Users are advised to look at the
Timeflow markers to know when the Timeflow
operation was performed.

Delphix Engine repeatedly reports "Failed to parse
logfile".

Improved diagnostics information for the case when
Delphix Engine fails to connect to the Windows host.

fix an issue that causes the management service to
crash under heavy CPU load.

Added handling of dangling nodes during Windows
cluster environment add and refresh operations.

Delphix OS users cannot provision 12.2 TDE vPDB due
to directory permissions in the default wallet location.

Enabled more logging in Delphix connector logs for
timeouts.

During RAC vPDB provision, Oracle 19.9 target CDB
crashes with ORA-00600 [krccfl_chunk] when BCT is
enabled.

Improved error message displayed when the storage
device initialization fails unexpectedly.

Provisioning the 2nd generation VDB fails if the
dSource has imported read-only transportable
tablespaces fails.

Allow adding invalid or unreachable paths as a shared
backup location for dSources.

Invalid JDBC connections are not purged from the
connection pool when the home is changed.
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Bug number

DLPX-75134

DLPX-75363

DLPX-75401

DLPX-75506

DLPX-75532

DLPX-75663

DLPX-75716

DLPX-75735

DLPX-75834

DLPX-75858

DLPX-76018

DLPX-76140

Continuous Data - Continuous Data Home

Description

Improved performance for the Environment
Databases pages when there are a lot of databases.

Update exception description is seen when the
SnapSync fails for ASE encrypted database.

local listener set to null if
oracle.lsnr.protocol_registration_order is quoted.

Fix a bug that can cause Oracle RAC VDBs to fail with
stale NFSv3 mounts if NFSv4 is also enabled.

Insufficient heap memory settings on AlX cause
connector and SnapSync to hang or crash.

FIPS compliant algorithms will be used while merging
the old and new toolkit directories during
environment refresh.

Delphix may remove Oracle VDB temp tablespaces
during Snapsync.

Fixed creation of retention policies workers on replica
objects after failover.

Rearranged Syslog configuration dialog inputs to
avoid confusion and have a more consistent user
experience.

BEQ processes can hold on to file descriptors leading
to hook scripts hanging after upgrading to 6.0.7.0.

Remove hardcoded 5-minute timeout for
doDropPDBKeepDatafiles.sh.

TDE SnapSync should ignore WARNING plugin
violations.
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Continuous Data - Continuous Data Home

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description

DLPX-71980 Fix a bug that was causing the Delphix Engine storage
pool to fail to import on boot under certain
circumstances.

Release 6.0.8.1 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-75804 Some Delphix operations may fail if mount and
umount commands, on staging or target hosts, are
setup to run as sudo and if sudo rules prohibit these
commands from running with unrecognized options.
The issue is fixed now after removing "-v" added in
6.0.8.0.

Release 6.0.8.0 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-49694 Skip parsing of DBCC when code 0 is not present in the
DBCC page output. In case the DBCC page has code 0
but not dbid, use bdbid (present in the buffer section).

DLPX-68764 VDB SnapShot does not progress if ASE database
devices are not on Delphix storage, environment
monitoring raises a fault. Subsequent VDB operations
like enable, disable, start, stop, delete, snapshot, or
refresh will fail.

DLPX-70793 Delphix Engine should not allow linking Oracle DB
with null db_unique_name .
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Bug number

DLPX-71300

DLPX-71471

DLPX-71687

DLPX-71875

DLPX-72046

DLPX-72209

DLPX-72319

DLPX-72705

DLPX-72757

DLPX-72780

DLPX-72904

DLPX-73143

Continuous Data - Continuous Data Home

Description

For newer ASE versions (>=15.7 SP138 and 16.0 SP02
PLO5 and ASE 16.0 SP03), do not run DBCC PAGE
anymore, as it was an identifier for DBCC CHECKALLOC
that is already not run.

Error message asking user to manually perform
disable/enable operation or correctly rename the
target database back will be displayed during Start
VDB, if VDB does not exist.

Provide a mechanism to enable VDBs up to filesystem
mount point.

Fixed a bug that results in a memory reservation not
being represented correctly in the Delphix API.

Deletion of vPDB in a vCDB shows this warning,
"Encountered an error while shutting down and
cleaning up Oracle files."

Downloading a support bundle is not supported at the
same time that an upload of an upgrade image has
been initiated by the same Delphix user.

Fixed an issue where some error dialogs would freeze
in Internet Explorer 11.

Connection timeout when deleting remote shipper
script can cause a timeout in LogSync client.

ASE sync using Dump History fails for large dump
history files.

Timezone is set incorrectly for snapshots of Solaris 10
dSources and VDBs.

Storage capacity now includes usage from all file
system objects, not just snapshots.

Fixed an issue where the support bundle dialog
showed a loading spinner intermittently while jobs
were running.
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Bug number

DLPX-73354

DLPX-73489

DLPX-73602

DLPX-73607

DLPX-73623

DLPX-73627

DLPX-73668

DLPX-73669

DLPX-73727

DLPX-73797

DLPX-74025

DLPX-74029

DLPX-74057

Continuous Data - Continuous Data Home

Description

Traverse all shared backup locations while syncing,
even if some of the paths are invalid or not reachable.

Fixed bug where adding or editing a parameter using
the UI'VDB Config Template "Text" tab was truncating
the parameter's value.

Incorrect mount options used when a single instance
RAC is linked as a standalone single instance.

Added paging for days with large numbers of
snapshots to prevent slowdown.

Fixed an out-of-memory condition that occurs in SSH
tunneling for encrypted log-syncs when storage
latencies are high.

The help text on upgrade replication warnings have
been updated to avoid confusion between Ignored
and Resolved.

Fixed Missing security headers.

Cross-site request forgery (CSRF) issue in
management Ul.

Fixed an issue where the faults table was unable to
navigate to other pages.

Fixed VDB refresh failures due to SQL Server Error 924
after setting VDB to single user mode.

Implemented logic to retry offline database along with
a drop database to overcome deadlocks while off-
lining or dropping the database.

VMware Hot-Add memory is not immediately reflected
in the system API.

Fixed a typo in "Download Support Bundle" Ul
component where the word "suport" was missing a

llpll‘
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Bug number

DLPX-74254

DLPX-74298

DLPX-74362

DLPX-74442

DLPX-74457

DLPX-74529

DLPX-74542

DLPX-74645

DLPX-74656

DLPX-74704

DLPX-74883

DLPX-74911

DLPX-74997

Continuous Data - Continuous Data Home

Description

Ownership of files inside VDB now matches new owner
when VDB owner is changed.

Fixed an issue where the user could not upload a
keystore with a blank keystore passcode.

Fixes an issue with namespace deletion when the
replication receive jobs have been cleaned up.

VDB Enable with attemptStart=false will now mount
the datasets so that VDB can be started.

Cluster discovery for Oracle RAC clusters are partially
failing on Solaris 10.

Fixed a bug so that an upgrade completes even when
jobs fail.

Fixed a bug so that upgrade completion is properly
handled after kernel upgrades.

Delphix Engine uses the uptime command to keep
track of a target host reboot and auto start VDBs on
the host. In some cases, the output of this command is
not what is expected and causes unintended restart of
a stopped VDB. This issue is now fixed.

Oracle errors during doCreateSPFile.sh are not
captured.

Fixed a bug where the Dataset scroll does not extend
to the bottom of a dataset list, thus truncating the
status of the last dataset in the expanded group.

Prevent support bundle collection from cancelling
replication.

Talaria TCP fallback fault may be misconstrued if an
Oracle RAC node is down.

Prevent granting replicated roles to users.
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Bug number

DLPX-75083

DLPX-75095

DLPX-75134

DLPX-75188

DLPX-75204

DLPX-75208

DLPX-75416

Continuous Data - Continuous Data Home

Description

Post upgrade cleanup task may become unresponsive
while attempting a migration from 5.3.x to 6.0.x due to
several threads stuck in WAITING state.

Provisioning an Oracle VDB fails if change-archivelog-
mode.sh takes longer than 5 minutes.

Improved performance of the Environment Databases
page under certain conditions.

Fixed "out of memory" issue when processing a large
number of objects on the Target engine.

Addressed a performance issue on the Target engine
when receiving large number of replicated objects.

Snapshot names are incorrectly redacted in the MDS
dlpx_action table in support bundles.

Fixed a replication issue when there are sources with
TLS enabled.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-72065

DLPX-72681

DLPX-73423

DLPX-74216

DLPX-74622

Description

Fixed a bug that can cause a Windows iSCSl initiator to
fail connect to the Delphix Engine.

Console Delphix status screen shows a Python stack
trace if the system is configured with a static IP
address.

Console Delphix status screen shows a Python stack
trace if the system has no default route.

Fixed an issue that causes management service
failures in low memory situations.

Fixed a bug that can cause a replication job to fail with
aninternal error.

Release notes- 89



Bug number

DLPX-75089

DLPX-75524

Release 6.0.7.0 changes

Continuous Data - Continuous Data Home

Description

Fixed a bug that can cause NFSv3 clients to lose locks
during upgrade verification.

Fixed a bug that can lead to Oracle data corruption
when running VDBs on Oracle 19¢ with dNFS.

Fixes that take effect immediately after upgrade

Bug number

DLPX-39006

DLPX-39245

DLPX-59155

DLPX-60317

DLPX-60947

DLPX-62805

DLPX-62969

DLPX-64600

Description

LogSync failed with "Cannot read archived log due to
failure of log shipping script".

Fixed a bug that caused the management service to
become inaccessible if the storage pool ran out of
space.

Provisioning a VDB or vPDB failed with unclear error
message 'A database with the name "xxx" already
exists'.

Fixed Out of Memory issue when replicating a large
number of objects.

Replica VDBs will be updated when performing a
point-in-time restore.

vPDB provision did not raise an error when a non-
provisionable target point-in-time was provided.

Fixed Out of Memory issue when receiving large
number of replicated objects.

Skipped connecting to ASE dSources during SnapSync
policy runs as it is not applicable for them, hence
prevent recurrent faults that the policy throws for
connectivity issues.
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Bug number

DLPX-67363

DLPX-67607

DLPX-67767

DLPX-70821

DLPX-71783

DLPX-72010

DLPX-72075

DLPX-72191

DLPX-72351

DLPX-72545

DLPX-72652

DLPX-72698

Continuous Data - Continuous Data Home

Description

Maximum identify provider authentication time age
can be customized for single sign-on.

Fix to make Snapsync throw exception if manifest file
is missing or of 0 bytes instead of internal error with
null pointer exception.

Fixed a bug that caused the upgrade to hang, while
waiting for running jobs to finish.

Allow the entity id for SAML single sign-on to be a URL
for compatibility with Azure AD.

doRenameDatafiles cleanup of extra files fails due to
file permissions mismatch.

Fixed an issue that prevents changing the default
gateway using the network setup CLI.

Maximum SAML response time skew can be
customized for single sign-on.

Oracle privilege discovery not performed for all homes
if an invalid home exists.

When a user tries to change credentials for a dSource,
validating the credentials before updating them. In
case of invalid credentials, showing user an error
message about it.

Initial ORA-65294 error not reported to user when
vPDB provision fails due to compatible parameter
mismatch.

Fix and issue that prevents use of the NFSv4 on some
versions of SUSE Linux targets.

Patching Oracle 19C vCDB leads to ORA-25153 as
described in 2285159.1.
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Bug number

DLPX-72807

DLPX-72882

DLPX-72916

DLPX-73048

DLPX-73108

DLPX-73201

DLPX-73202

DLPX-73424

DLPX-73527

DLPX-73528

DLPX-73611

DLPX-73742

Continuous Data - Continuous Data Home

Description

Fixed issue with SQL Server 2014 dSources with
filestreams where sync failed in merging filestream
directories due to long path names.

Datasets hooks script editor properly displays
multiline scripts instead of as one long line on non-
Chrome browsers.

Empty string in SNMPv3 USM username creation no
longer throws fatal error.

Non-sys user credentials for Oracle sources cannot use
password vault.

Fix a bug that prevents the APl from displaying the
correct number of CPUs or amount of memory
assigned to a Delphix Engine after a hot-add
operation.

Fix an issue that prevents the configuration of
additional NICs on Azure Delphix Engines.

Fix a bug that can cause a VDB to fail to mount while
other VDBs are being stopped.

Fix a bug that prevents the sysadmin from deleting a
default route.

SnapSync job fails with 'internal error during
execution' due to ONS/FanManager errors.

Fixed a bug that prevented accessing SDD specs from
CLI.

Kerberos ticket expiration date parsing is incorrect
after migration from Illumos to Linux.

Provisioning an Oracle TDE-enabled vPDB fails with
the error "ORA-28367: wallet does not exist" if the TDE
wallet for the target linked CDB is stored on ASM
storage.
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Bug number

DLPX-73765

DLPX-73789

DLPX-74030

DLPX-74043

DLPX-74044

DLPX-74119

DLPX-74164

DLPX-74233

Continuous Data - Continuous Data Home

Description

Fix a file descriptor leak that causes the management
service to crash over time.

Auxiliary CDB instance uses dSource keystore location
if WALLET_ROOT is configured in dSource.

CDB database password may be leaked as part of
environment monitor checks that launch sqlplus
command on the source or target host.

Delphix OS user cannot provision TDE-enabled vPDB
due to directory permissions in the default wallet
location.

Delphix OS user cannot provision TDE-enabled vPDB
in Delphix-writable keystore location due to directory
permissions.

Drop database fails if default database is set to any
other than master.

Sync fails with
db.aseldb.source.dump_history.incomplete_stripes
after dump history file is purged and Use dump history
is enabled for the dSource.

During failover of a namespace, if there is a collision
between an environment in the namespace with one
on the target engine, the namespace environment will
get renamed if its host does not match that of the
environment on the target.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-73390

DLPX-73393

Description

Improve replication receive throughput.

Improve write performance under extreme disk
fragmentation.
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Continuous Data - Continuous Data Home

Bug number Description

DLPX-73280 Improve write performance under extreme disk
fragmentation.

Release 6.0.6.1 changes
Fixes that take effect immediately after upgrade
Bug number Description

DLPX-73848 Fixed an issue that can cause the management service
to fail to start after upgrade on systems that have had
SNMP enabled.

DLPX-73859 Fixed a file descriptor leak triggered by faults and
alerts that can cause the management service to fail.

Release 6.0.6.0 changes
Fixes that take effect immediately after upgrade
Bug number Description

DLPX-47065 VDB recovery failed when files other than archive logs
were detected by Oracle.

DLPX-47493 Fixed the bug where VDB directory under the
DelphixConnector directory was not being removed
from the target host on MSSQL VDB deletion.

DLPX-48046 Added sorting parameter to network test APIs.

DLPX-61405 Replication may send more data than expected if
masking involves dropping large DBF files.

DLPX-61525 The height of the storage configuration list was limited
to show 3 disks at a time. It will now dynamically grow
with the number of disks.
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Bug number

DLPX-63603

DLPX-67368

DLPX-67593

DLPX-68531

DLPX-69759

DLPX-69852

DLPX-70426

DLPX-70583

DLPX-70638

DLPX-70653

DLPX-70808

DLPX-70896

DLPX-70919

Continuous Data - Continuous Data Home

Description

Increased connector timeout from 10 minutes to 30
minutes to avoid unnecessary faults due to timeout
during Validated Sync operation.

Delphix Engine hostname change is now immediately
reflected in Splunk events.

Fixed an issue that caused the management service to
remain offline following an out-of-space condition.

Introduced better handling of
UniversalConnectionPoolException errors during
SnapSync.

Oracle environment discovery failed due to an
unhandled exception occurring at insert into
dlpx_faults.

Fixed a bug that caused network configuration
problems when removing and adding additional NICs.

Redaction of usernames took forever on tables with
millions of entries.

move-to-asm.sh fails if timing is set in glogin.sql.

Removed Failed Actions section of Actions sidebar, in
favor of manually dismissing from Running Actions
and falling to Finished Actions section.

Removal of all instances in a RAC VDB should not be
allowed.

Fixed issue related to the creation of empty
DisableBroker.sqgl on the Windows machine in case
DisableBroker.sql execution fails in the first attempt.

Added more detailed error message for when the
Delphix Engine fails to push a script to Windows host.

Fixed an issue that causes job progress to not update
in Self-Service.
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Bug number

DLPX-70928

DLPX-71093

DLPX-71097

DLPX-71153

DLPX-71370

DLPX-71685

DLPX-71865

DLPX-71961

DLPX-72031

DLPX-72066

DLPX-72083

DLPX-72131

Continuous Data - Continuous Data Home

Description

Fixed a bug that results in a Delphix Engine remaining
powered on following a shutdown from the user
interface.

For AG databases, a full backup is not required even
recovery fork guid changed but the LSN chain didn't
break because of transactional log backups.

Unable to ignore snl.bct.needed warnings if Block
Change Tracking is legitimately disabled on an Oracle
dSource.

Recovery of PDB should fail if the database is down
after offlining datafiles.

While deleting initiator in Windows environment
deletion operation, delete all the views as well for that
initiator.

VDB is auto disabled if the hook fails.

Reduced the size of support bundles.

When a PDB is selected for replication, its CDB and all
other PDBs in the parent CDB get automatically
selected for replication.

Going forward, in the above scenario, while the CDB
will get selected, its other PDBs will no longer get
selected.

Fixed VDB refresh operations failures due to 'DB
STARTUP' background process spid greater than 50.

Migrate VDB verifies against the old configuration,
rather than new.

Fix an issue that causes a fully-qualified hostname to
be changed on upgrade from 5.3 to 6.0.

Added namespace support for HashiCorp password
vaults.
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Bug number

DLPX-72265

DLPX-72340

DLPX-72386

DLPX-72452

DLPX-72495

DLPX-72686

DLPX-72730

DLPX-72790

DLPX-72862

DLPX-73300

DLPX-73311

DLPX-73449

Continuous Data - Continuous Data Home

Description

doCreateTempfiles.sh.template exits with code 0 on
failure.

Incomplete recovery not detected during provisioning.

Unlock Solaris x86 Solaris -> Linux x86 provisioning.

For clusters with long hostnames, vPDB sync fails with
exception.oracle.accessor.instances.missing.

Fixed a bug that prevents the application from coming
up after an upgrade

Delphix no longer logs environment variables in logs
on connected hosts since this could leak sensitive
information such as passwords that are sometimes
stored as environment variables on database hosts
such as for the ASE database.

Fixed a Snapsync performance issue.

SnapSync job fails with 'internal error during
execution' due to ORA-01652.

The scenario which was causing the null pointer has
been fixed now.

Validation of connection to a container for PDBs
should allow connecting to CDBSROOT.

Added platform detection for ESX 7.0ul.

Replication of policies between two engines, in a loop,
could lead to OOM exceptions.

Fixes that take effect after an optional reboot

Bug number

DLPX-72990

Description

Addressed a minor CVSS 5.9 security issue with no
known attack vectors.
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Continuous Data - Continuous Data Home

Bug number Description
DLPX-73067 Fix for CVE-2020-10753.
DLPX-73069 Fix for CVE-2020-12059.
DLPX-73070 Fix for CVE-2020-1760.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description

DLPX-71924 Fixed a bug that causes support bundle collection to
fail with an internal error.

DLPX-72918 Fixed a system crash that can happen when
replicating a masked VDB using SDD.

DLPX-73147 Fixed a bug that can cause a replication source to
crash if it had run replication while running on 5.0.

Release 6.0.5.0 changes
Fixes that take effect immediately after upgrade
Bug number Description

DLPX-23360 The unistallation of the Delphix Connector installer
should succeed even if one of the component
connector services doesn’t exist.

DLPX-69155 Reduced the time taken to generate support bundles
in some cases.

DLPX-67316 Recreating a controlfile against an Oracle source may
yield misleading error during snapshot.

DLPX-70766 JDBC driver updated to resolve intermittent JDBC
connection failures due to JDBC SSL bug.
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Bug number

DLPX-70785

DLPX-70741

DLPX-69865

DLPX-71233

DLPX-69800

DLPX-69807

DLPX-66585

DLPX-65739

DLPX-70973

DLPX-71532

DLPX-62987

DLPX-71593

Continuous Data - Continuous Data Home

Description

Options passed to VDB mounts on target AIX hosts did
not include read and write size values. This fix adds
the rsize and wsize parameters to mount command
depending on the maximum values host is configured
to support.

Enabling Validated Sync while SAP ASE SnapSync job
is running leaves staging database unrecoverable.

Fixed a bug that causes a network interface to become
unconfigured if its MAC address changes.

If LogSync is suspended when performing SnapSync of
a standby database in real-time apply, SnapSync
attempts to backup the archived logs which can cause
SnapSync to become unresponsive.

UEM/Hostchecker directory ownership checks fail on
HPUX environment with long usernames.

Provided mechanism for the user to bypass corrupted/
incomplete jdbc libraries.

Bundle ID
"fault.environment.configuration.file.owner" reports
insufficient host address.

createDelphixDBUser.sh fails when "@" used in the
password.

SAP ASE database provisioning fails if the source
database has holes in log fragments.

Improved error handling for Oracle memory
configuration errors.

Allowed assigning privileges over replicated objects
through the UI.

TIMEFLOW_REPAIR incorrectly skips a log because of
"wrong database".
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Bug number

DLPX-71751

DLPX-71736

DLPX-71772

DLPX-71513

DLPX-71305

DLPX-71172

DLPX-71178

DLPX-65101

DLPX-71918

DLPX-71141

DLPX-71611

DLPX-70349

Continuous Data - Continuous Data Home

Description

Added NFSv4 support on AlX for Oracle and SAP ASE.

Dynamically disable RPC services if NFSv3 is no longer
inuse.

Network DSP Test between versions 5.3 and (6.0.3,
6.0.4) is fixed.

Replicate non-data objects like delphix engine users,
authorizations, roles, permissions, policies and DB
config templates.

Unable to load dummy recovery database dump due
to SAP ASE error 15728.

Enabling SAP ASE dump history causes
IllegalStateException in
getDumpListFromLastRestoreDateAndFiles due to
timestamp mismatch because of TZ.

SAP ASE internal error raised when dump history file is
purged using sp_dump_history.

Fixed a race condition between a DB_DELETE job and
the Oracle retention policy worker for the same
container that can lead to a deadlock between the job
and the worker.

Fixed an issue that causes the Delphix Engine UUID to
change upon rebooting in IBM Cloud.

Fixed an issue where upgrading an Oracle dSource or
changing the environment userin a linked Oracle
dSource fails with the error "SOURCE_UPGRADE job
for xxx failed due to an internal error during
execution."

Updated Ul time zone library to IANA 2020a.

Fixed a memory leak during incremental replication.
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Continuous Data - Continuous Data Home

Bug number Description

DLPX-72038 Fixed an issue that prevents 5.3.x - 6.0.x upgrade if a
static route exists that goes over a DHCP interface.

DLPX-72148 Fixed a bug of always order hooks alphabetically
rather than the running order set by users.

DLPX-71971 Allowed Enable/Disable of VDB if its current Timeflow
has at least one snapshot.

DLPX-72115 Changed the Time Point field on a VDB back to
reflecting the point on the parent the VDB was created
from, but displayed in the timezone of the parent.

DLPX-71995 6.0.4.0 can no longer interact with 5.3.x remote
Masking Engines.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description

DLPX-70675 Fixed a bug that causes the system to become
unresponsive after expanding multiple storage
devices.

Release 6.0.4.2 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-72155 Fixed an issue that can render a Delphix Engine
unbootable if a reboot occurs after upgrade
verification but before the upgrade is applied.

DLPX-71141 Fixed an issue where upgrading an Oracle dSource or
changing the environment userin a linked Oracle
dSource fails with the error "SOURCE_UPGRADE job
for xxx failed due to an internal error during
execution."
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Release 6.0.4.1 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-71930

Release 6.0.4.0 changes

Description

Fix a bug that causes feature flags to be disabled when
upgrading to 6.0.4.0.

Fixes that take effectimmediately after upgrade

Bug number

DLPX-68173

DLPX-68773

DLPX-69573

DLPX-69634

DLPX-69962

DLPX-66045

DLPX-7037

DLPX-68277

Description

Resolved an issue where temporary database backup/
device files created for cleaning up the target
database were not being deleted.

The management stack runs out of memory as the
environment monitor does not purge stale objects.

Allow linking an Oracle PDB with a lowercase name.

Allow provisioning an Oracle PDB with a lowercase
name.

After detaching a PDB, perform unplug/plug, and
attach again, if disabled is performed before
SnapSync, the PDB can no longer be enabled.

Prevent Self-Service Container branches getting into
an unusable state by blocking deleting the last
segment of branches.

Snapsync performs an unnecessary checkpoint.

Users will see the detailed error message upon
connection failure to Delphix connector during OS
user validation and there will also be a "More" button
with an error message which will open an error popup
with all error details.
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Bug number

DLPX-70288

DLPX-70832

DLPX-68495

DLPX-70788

DLPX-58047

DLPX-67931

DLPX-59910

DLPX-55476

DLPX-71168

ORB-3285

DLPX-71006

DLPX-71334

Continuous Data - Continuous Data Home

Description

On the "Add Environment" screen when OS user
validation will get fail, they will see the "More" button
along with the error message. When the user clicks the
button, an error popup opens with all details of the
error and suggested action.

NFSv4 support for appdata sources running on AlX.

Fixed GUI reporting conflict information when creating
a Retention Policy.

Added Environment User field for MSSQL sources in
Datasets -> Configuration -> Source tab -> Staging
Environment section.

Fixed bug where the sort sequence was incorrect.
Fixed in Hook Operation Templates.

Provision against VPDB after create/drop a new
tablespace failed with
exception.oracle.targetscripts.rename.datafiles.

Comps.xml associated with Oracle Homes are marked
as unparseable if they are longer than 65535
characters.

CLI provisioning fails when the mount point provided
includes quotes around the path.

Changed type to text and spaced "Secret Key" and
"Username Key".

Support using api.delphix.com asa proxy for

verifying the Cloud Agent binary's code signature
certificate.

Allow provisioning across patch versions for Oracle
versions on or after 18.X.

Migrate NTP configuration when upgrading between
5.3 and 6.0.
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Continuous Data - Continuous Data Home

Bug number Description

ORB-3286 Communication with Central management servers is
now routed through the web proxy when one is
configured for the Engine.

ORB-3117 Summary: Increase an action's failure message size to
256 characters so users can view large failure
messages.

Release 6.0.3.1 changes

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description

DLPX-71339 Fixed an issue that can cause the Virtualization
Management service to become inaccessible when the
system memory became highly fragmented.

Release 6.0.3.0 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-63192 More details will be displayed in the error message in
case DB_SYNC fail due to missing SELECT permission
on database 'msdb'.

DLPX-67708 Removed unnecessary Source Continuity source-
archive file system.

DLPX-66878 A meaningful error message will be displayed in case
the user is missing 'VIEW ANY DEFINITION' and 'VIEW
SERVER STATE' permissions on AG Instance and
linking is performed.

DLPX-68668 Fixed the issue when Environment discovery fails with
Internal Error when Oracle DB instance nameis > 15
characters.
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DLPX-68539

DLPX-62027

DLPX-67830

DLPX-69067

DLPX-68491

DLPX-68931

DLPX-69350

DLPX-62602

DLPX-69579

DLPX-69104

DLPX-58561

DLPX-68831

DLPX-68323

DLPX-69561

Continuous Data - Continuous Data Home

Added support for Read-Only Oracle homes.

Fixed a bug that causes factory reset to fail when there
are provisioned VDBs.

Eliminated a virtualization management service crash
caused by egregious use of memory by environment
monitoring.

Enabled NFSv4 support for older RedHat NFS clients.

Fixed an issue when SCAN Listener is not discovered
for Oracle 19¢ Cluster Environment.

Improved replication throughput by parallelizing data
streams.

Fixed an issue where in some cases a VDB's Time Point
would not appear.

Prevented a full snapsync after detecting an
incarnation change of and reverting to a previous
incarnation of an Oracle database.

Resolved the issue of intermittent failure of DB_SYNC
for source database full backups containing in-
memory tables which were caused due to improper
merging of filestream folders.

Fixed an issue when Environment Monitor task
monitors replicated entities could lead to Out of
Memory.

Increased online Redo Log size when using VDB
Provisioning defaults from 50mb to 1024mb.

Storage is removed even when the drop database
fails, causing ASE error 823.

Linking will not fail in case a slash is used as the path
delimiter on the source database.

Allowed NoLogging Diagnosis to be shown and edited
for Oracle CDBs.
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DLPX-69625

DLPX-65357

DLPX-65215

DLPX-57988

DLPX-70018

DLPX-66671

DLPX-65723

DLPX-69514

DLPX-68942

DLPX-56626

DLPX-67579

DLPX-69863

DLPX-70081

DLPX-66203

Continuous Data - Continuous Data Home

Fixed an issue that causes the CLI to hang when
deleting an object.

Source Environment selection in Attach dSource
dialog is now alphabetically sorted.

Fixed an issue where Hotfixes aren't listed until after
management service restarts.

The increased timeout of
doShutdownOraclelnstance.sh script from 20 seconds
to 10 minutes.

Resolved the issue where during validated sync, fault
"fault.mssql.source.next.backup.missing" was caused
due to backupsets with similar first and last Isn.

dSource selection in dSource Linking Wizard is now
alphabetically sorted.

MSSQL server cluster address is now editable through
the Environments GUI.

Gracefully handle accelerated networking on Azure.

Implemented retries with some time delay in case of a
failure while switching database user mode.

Some orcl_log_info entries have a very large and
incorrect end_scn (281474976710655).

Deleted users' actions should be included in the
action/audit log API results.

Enhanced instruction text relating to SSH when
editing environment users.

Removed excessive debug logging for DSP
connections which results in fast rollover of debug
logs.

CLI/ API calls to refresh/rewind vCDB directly should
be disallowed.
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DLPX-67194

DLPX-66754

DLPX-62095

DLPX-69243

DLPX-59331

DLPX-60779

DLPX-69518

DLPX-64797

DLPX-70039

DLPX-70089

DLPX-64207

DLPX-68857

DLPX-64435

DLPX-69604

DLPX-39882

Continuous Data - Continuous Data Home

RHEL 7.6 connector log shows Unidentifiable version
string: RedHatEnterpriseServer 7.6.

When VDB is disabled, environment configuration can
now be edited in the Ul.

Awrong certificate is identified as an issuer of a self-
signed certificate in rare cases.

Do not require an issuer to be present or keep the full
chain intact on Truststore operations.

Permit non-CA certs in user Truststore.

Changed error message when there are no compatible
installations on provisioning.

Provisioning failures due to BitLocker encryption will
be identified and a proper error message will be
displayed.

Fixing memory leak in hk2 library.

Password vault migration nullifies ASE linked source
dump credentials.

Protection against a variant of billion laughs attack
(XML entity expansion).

Added API support to revert from static to DHCP DNS
settings.

Faults reported for Oracle Home missing where the
Central Inventory does not show this Oracle Home
present.

Exclusively specifying 'required' parameters to
discover Oracle cluster via CLI results in an exception.

Alerts & Faults are reported for hosts in a namespace
that can cause Out of Memory issue.

Prevented cloning of Tiimeflow storage for Oracle
source continuity.
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DLPX-67425

DLPX-70433

DLPX-68582

DLPX-61335

DLPX-70639

DLPX-66259

DLPX-70782

Continuous Data - Continuous Data Home

Resolved an issue when validated sync (with full/diff)
restored multiple backupsets and a restore failed with
a SQL server transient issue after a source continuity
reset event resulting in a state where no operations
could be performed on the dSource.

"DLPX_EXECUTE_SQL_CLEANUP_RETRY" will also
print nested SQL error messages in case of command
failure.

Customers now have access to an API to display the
Engine License information.

Displayed in confirmation dialog the name of the user
being deleted.

Resolved output buffer issue while identifying
BitLocker encryption during provisioning on Win19.

Updated messages on the upgrade page when the
operation fails.

Bumped up connector version for NET 4x installer as
shipped OpenJDK version had been upgraded.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-68995

DLPX-68997
DLPX-68999

DLPX-70697
DLPX-70703

DLPX-69953

DLPX-70512

Description

Improved performance of dataset deletion.

Improved single connection replication throughput.

Addressed an issue that causes long periods of /0
unresponsiveness.

Fixed a bug that can cause a Windows iSCSl initiator to
fail to connect to the Delphix Engine.

Fix a hangin the I/O subsystem that can cause the
Delphix Engine to become unresponsive.
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Continuous Data - Continuous Data Home

Release 6.0.2.1 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-70065 Provisioning a VDB from a dSource or another VDB will
fail if the following conditions are met:

+ Delphix Engine has at least one dSource and a
VDB created using a Python plugin prior to the
upgrade

+ Delphix Engine was upgraded to 6.0.2

+ Provisioning was attempted from the Ul after
the completion of the upgrade

DLPX-69350 Fixed an issue that the time point attribute of a VDB is
not shown.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description
DLPX-69864 Fixed an issue that causes MSSQL operations to hang

after the reception of an iSCSI LUN reset.

Release 6.0.2.0 changes
Fixes that take effect immediately after upgrade
Bug number Description

DLPX-62806 Fixed an issue where provision against PDB after
unplug/replug against the same linked PDB fails with
exception.oracle.targetscripts.controlfile.create.

DLPX-67567 Oracle Source Continuity creates an unnecessary
source-archive file system on zfs.

DLPX-27807 LogSync may fall behind when connected to an Oracle
physical standby database in Real-Time Apply mode.
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Bug number

DLPX-68385

DLPX-62782

DLPX-62738

DLPX-68722

DLPX-68579

DLPX-68689

DLPX-68957

DLPX-63088

DLPX-47977

DLPX-64125

DLPX-62584

DLPX-68657

DLPX-69121

Continuous Data - Continuous Data Home

Description

Customer provided Oracle Java missing in the search
path for Java on hosts.

Reducing the number of nodes for RAC VDB and VDB in
NOARCHIVELOG mode may result in ORA-00258 errors
during VDB enable operation.

Better error message when plugins are uploaded out
of sequence.

The product now recognizes VMware with BIOS date of
12/12/2018 as VMware 6.7.0u2.

SnapSync of Oracle 19¢ DB with encrypted tablespace
fails with fatal exception "Block header 91 is not
empty".

Fixed the issue where a huge number of error
messages from ASE caused OutOfMemory Error.

Always On AG discovery will not fail in a multi-subnet
environment.

Can now recover multiple Self-Service containers at
the same time.

Improved handling of snapshot standby.

SnapSync failed with
exception.oracle.dsource.sync.no_hosts.rac on RAC
clusters with very long hostnames.

PDB enable failed after migration if mountBase has a
trailing slash.

Virtualization can now fetch jobs from Masking
engines configured with HTTP redirection.

Itis no longer mandatory to have at least one enabled
system administrator with local credentials.
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Bug number

DLPX-68167

DLPX-69082

DLPX-58600

DLPX-65896

DLPX-57903

DLPX-68878

DLPX-69271

DLPX-66715

DLPX-68929

DLPX-68930

DLPX-69245

DLPX-69377

DLPX-68575

Continuous Data - Continuous Data Home

Description

Fixed an issue where too many requests were being
sent for Faults from the Datasets pages.

Large stderr produced by failed rsync jobs are
truncated to prevent Java OutOfMemory errors.

Datasets filter updated so that all items within a group
that matches the filter string are displayed, even if the
items contained in the group do not match the filter
string.

VDB deletion failed due to the inability to delete
LogSync worker.

Improved diagnosability of PDB discovery issues.

Fixed issue where start/stop buttons were not being
displayed in the RAC instances configuration table.

Enabled replication smart failover by default.

The user-visible name for Oracle cluster objects is
being replaced with the Oracle cluster name. For
Windows clusters, the user-visible name is being
replaced with the cluster address.

Changed default replication settings for better out of
the box performance.

Improved replication throughput when sending
multiple timeflows.

Fixed a memory leak that occurs when experiencing
connectivity errors.

At least one non LDAP system user should be enabled
when the LDAP server is being disabled.

LDAP principal fields were not being redacted in
phone-home bundles.
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Continuous Data - Continuous Data Home

Bug number Description
DLPX-68528 Self Service Recover operation failed due to missing
Timeflow.

Fixes that take effect after an optional reboot
Bug number Description

DLPX-66808 Re-introduced console splash screen with IP address
and service states.

Release 6.0.1.1 changes

Fixes that take effect after an optional reboot (Optional on Reboot)

Bug number Description

DLPX-69203 Improved synchronous write performance over iSCSI.

DLPX-69167 Improved SQL Server data ingestion performance by
leveraging asynchronous writes on underlying
storage.

DLPX-69298 Eliminated possible data corruption on SQL server and
vFiles over iSCSI that can occur when a Delphix Engine
reboots.

Release 6.0.1.0 changes

Fixes that take effect immediately after upgrade
Bug number Description

DLPX-60689 For SAP ASE, instead of using the DBCC CHECKALLOC
command to fix DBID mismatch issue, the MOUNT
command with FIXDBID and ALLOW_DBID_MISMATCH
clauses will be used, to improve performance.

DLPX-65831 VDB snapshots need to clean unneeded ZFS datafiles.
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Bug number

DLPX-63949

DLPX-66261

DLPX-66486

DLPX-66558

DLPX-66804

DLPX-66768

DLPX-66823

DLPX-64538

DLPX-66809

DLPX-67279

DLPX-67451

DLPX-67454

DLPX-66077

Continuous Data - Continuous Data Home

Description

Improved boot time after 5.3 to 6.0 migration by
optimizing metadata indexing.

Upgrades to 6.0.0.0 will only be supported from a
release greater than or equal to 5.3.6.0.

Snapshot of a linked database can end up with extra
datafiles that do not belong to the database which
might cause VDB on VDB provision to fail during
rename of datafiles.

Cluster environment discovery was incomplete if the
host locale was not English.

DB_LINK using incorrect user when RAC node also
configured as a standalone environment.

vPDB save state lead to rollback or child provisioning
failures.

Unable to link database with CLBMSWIN1251 charset.

Fixed a bug causing the timezone selector to only be
visible when manually setting the time.

Removed the Windows Diagnostics Files and
Directories on successful Diagnostics upload.

Provision failed when the source was from a RAC
Oracle Standard Edition database and the target was
Oracle Standard Edition.

Fixed an issue that sporadically caused replication to
fail with an internal error.

Delphix Engine should select the highest version ojdbc
driver available at ORACLE_HOME/ojdbc/lib.

Ensures child worker threads are gracefully exited
when parent linked source sync job has completed/
terminated.
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Bug number

DLPX-45983

DLPX-67560

DLPX-67594

LX-2020

DLPX-67413

DLPX-67684

DLPX-67575

DLPX-67668

DLPX-67759

DLPX-64638

DLPX-65559

DLPX-56537

Continuous Data - Continuous Data Home

Description

MSSQL Validated sync will resume when storage usage
falls below the threshold if storage threshold
enforcement failed in the past.

Fixed an issue where MT provision may result in
ORA-02058 due to un-purged or inflight 2PC
transactions on dSource.

Old timeflows and snapshots are not getting removed
by snapshot retention.

Report the correct amount of memory allocated to
EC2 Nitro instances.

Fixed an issue where VDB point in time provisioning
might fail if Oracle database environment is
configured in a non-English locale.

PDB provisioning failed if the source had shutdown
triggers.

Fixed failure during point in time 'Virtual to Physical'
provisioning.

After setting the database online give it some extra
time to startup completely, before doing any further
operation on it.

Redact sensitive information from phone-home data.

Validated sync stops working if Delphix cannot
connect to the backup server.

Even when the staging instance is down, attempt
counter to detect backup files keeps on increasing and
eventually, it stops detecting backups.

When a target host is used by a large number of
dSources for staging or has a large number of objects,
the performance of Delphix operations like validated
sync, refresh, rewind, etc can be slow due to
Powershell processes being serialized.
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Bug number

DLPX-67894

DLPX-67813

DLPX-67925

DLPX-67934

DLPX-67655

LX-1944

DLPX-68022

DLPX-68124

DLPX-68126

DLPX-67421

Continuous Data - Continuous Data Home

Description

Removing cluster resource without removing its
dependency can result in cluster failure. So, added
retryer logic while fetching the resource dependencies
(Get-ClusterResourceDependency) and ultimately fail
the operation after all the retries.

Unsupported SQL server backup type gets picked
while validated sync and the operation fails while
looking for the backup. So, introduced a tunable filter
to automatically skip SQL backups taken by backup
software not supported by yet Delphix.

Added env host connectivity toolkit support for SLES
on Power9.

Retries to fetch image identifiers during Netbackup
restore if there is a mismatch between MSDB and
Netbackup Master.

Fixed an issue where retention enforcement can
generate user-visible errors while attempting to delete
snapshots with dependencies after PDB migration to
new CDB.

EBS NVMe devices can now be used in Delphix
Engines.

Fixed an issue where hostchecker 'Check Oracle DB
Instance' fails on HPUX and AlX.

PDBs with lower/mixed case names will not enable
after an upgrade.

Fixed a bug that limits the number of disks that can be
added in GCP.

Update the primary db file names in a transaction with
the Timeflow creation to make sure whenever a
Timeflow is created successfully we have its primary
file information.
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Bug number

DLPX-67440

DLPX-61818

DLPX-68117

DLPX-67290

DLPX-66238

DLPX-68457

DLPX-68484

DLPX-68500

DLPX-68290

DLPX-67792

Continuous Data - Continuous Data Home

Description

Skip VDBs having its current Timeflow as null from
'PrimaryDbFileAvailabilityCheck' as these VDBs
doesn't undergo queisceing and are recoverable by
refreshing them.

Linking wizard - Target Environment step - Privileged
Credentials authenticates on the selected target now.

Some non-Admin users, lack all permissions, are
unable to login to upgraded engine.

A wrong version input by user while manually adding a
SQL Server instance, created issues in provisioning
VDBs. SQL Server version will now be auto-discovered
for manually added instances on adding or refreshing
the environment.

Updated error message to let know user that non
discovered CDBs are filtered out from the list when
linking a detached source.

When a target host is used by a large number of
dSources for staging or has a large number of objects,
the performance of Delphix operations like validated
sync, refresh, rewind, etc can be slow due to
Powershell processes being serialized.

Fixed the issue where 'lstart' column value of
sysusages table was beyond the range of Integer data
type by taking the Long data type to store the Istart
value.

Fixed an issue where the NTP service is not started
following a reboot.

Support bundle generation can be time-consuming if
the engine has a large number of snapshots to
process.

Fixed issue in grids in which the selection checkbox
was unclickable.
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Bug number

DLPX-67555

Continuous Data - Continuous Data Home

Description

Provision vPDB/vCDB fails with ORA-45900 if the
parameter enable_pluggable_database is omitted
when specifying database parameters for new vCDB.

Fixes that take effect after an optional reboot

Bug number

DLPX-67782

DLPX-67961

DLPX-65948

DLPX-68025

DLPX-67868

Release 6.0.0.0 changes

Description

Engines running 5.3 on EC2 i3 can now be migrated to
6.0.

Fixed an issue that prevents ssh access after switching
to a static IP address.

Fixed a bug that could cause replication jobs to fail
with internal errors

Improved boot time after 5.3 to 6.0 upgrade by
reducing the overhead of setting ZFS properties.

Fixed a bug that can cause the management service to
run out of memory when disabling the Splunk
integration.

Fixes that take effect immediately after upgrade

Bug number

DLPX-27433

DLPX-33998

DLPX-40094

Description

The analytics GUI network graph shows newly added
NIC information without requiring a management
service restart.

If you add a hook script via the CLI, newlines are
removed erroneously.

Correctly set the default type for the parameters to all
operations in the CLI according to the container type.
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Bug number

DLPX-43215

DLPX-48712

DLPX-48280

DLPX-53996

DLPX-54740

DLPX-55282

DLPX-55598

DLPX-55829

DLPX-55958

DLPX-57454

Continuous Data - Continuous Data Home

Description

Exclude sybsecurity from the list of auto-discovered
databases.

Java 6 packages are no longer included in the product
image.

When a user is set with the Provisioner role the
'provision' button does not appear, meaning anyone
set with this role only is unable to provision VDBs.

The Delphix Engine does not provide instructions to
browsers to avoid caching HTTP responses (pages).

Ensure Windows mount points are always unmounted
as part VDB refreshes to prevent future VDB refreshes
from failing due to "ERROR_ASSIGN_MOUNTPATH:
failed to assign mount path for disk at="">>,
error="">>

In environments where the vPDB has been provisioned
using a Delphix provisioned virtual CDB, shutting
down the virtual PDB causes it to get into an incorrect
"Cannot monitor" state, this has now been fixed to
show the correct "Stopped" state.

Fixed an issue where vPDB refresh/rollback triggers
spurious vCDB restart jobs, after vPDB+vCDB auto-
restart.

Validated Sync can fail when monitoring ASE backup
servers started by using the SDSLISTEN environment
variable instead of the "-S" argument. This can be
worked around by accessing $DSLISTEN in the
RUN_xxxxx script and pass it down as -S.

VDBs with no snapshots failed to re-enable after a
Delphix Engine upgrade, this has now been fixed.

Display underlying ssh error when environment host
connections fail.
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Bug number

DLPX-58519

DLPX-58760

DLPX-58845

DLPX-59772

DLPX-60356

DLPX-60603

DLPX-60907

DLPX-60979

DLPX-60993

DLPX-62094

DLPX-62241

Continuous Data - Continuous Data Home

Description

Enable Oracle LiveSource when LiveSource is in
RESYNC_NEEDED state currently re-start Oracle Redo
Apply. Oracle Redo Apply should not be restarted in
this state.

Fixed a TCP port leak in the network throughput test
feature.

Provisioning vFiles to the same host using different 0S
Environment Users no longer fails.

The API to list all snapshots consumes a significant
amount of memory when there are more than 100,000
snapshots on the engine.

Fixed an issue where Oracle remote listener
registration fails if set to empty string.

Network settings dialog now displays actual MTU
value rather than a checkbox.

Fixed an issue where the Environment Monitor on
Redhat 6.9 and 6.10 might throw unidentified version
errors.

When user configures connection strings manually,
these connect strings can end up connecting to
incorrect PDBs/CDBs causing invalid snapshots. Verify
that each connection to a PDB/CDB connects to the
expected PDB/CDB.

Delphix backups create controlfile records; in rare
circumstances, these records can cause invalid
snapshots. To avoid this problem, remove Delphix
backups control file records when using SCN-based
SnapSyncs once a SnapSync completes successfully.

Allow certificates to expire after issuer certificate
expiration.

Reduce SSH connections by temporarily preserving
and reusing existing Delphix<->host connections
where possible.
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Bug number

DLPX-62781

DLPX-62892

DLPX-62962

DLPX-62998

DLPX-63469

DLPX-63600

DLPX-64641

DLPX-64711

DLPX-66020

DLPX-67299

Bug number

DLPX-67753

Continuous Data - Continuous Data Home

Description

Spurious job event
"DISCOVERED_TO_MANUAL_ORACLE_CLUSTER_NOD
ES" no longer shows up for non-Oracle RAC
environment refreshes.

In Oracle versions 18c and 19¢, an Oracle bug can
prevent the datafile headers from being updated for a
standby database when managed recovery is running,
resulting in failed SnapSync operations. Alert the user
that an Oracle patch might be needed.

Removed unneeded EMPTY_RENEGOTIATION cipher

Fixed an issue where stale file mounts may be leftover
when vPDB provision fails.

Initial setup now fails if the system was not
provisioned with enough storage.

Network settings dialog now displays actual MTU
value rather than a checkbox.

Fixed an issue where the last snapshot of a vPDB
Timeflow can be deleted after the vPDB has been
disabled, thus leaving the vPDB in a state with no
provisionable snapshots.

Allow provisioning to complete when source CDB
includes PDBs in a broken state.

Provision should remove files present in datafile
filesystem that are not part of the database when
provisioning a VDB from a VDB.

ASE environment discovery will not fail if there is a
mismatch of "dataserver name argument" and value
of "@@servername".

Description

Fixed an issue causing redirect responses to reveal
server type and version when HTTP redirection is
enabled.
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Bug number

DLPX-72068

DLPX-74396

DLPX-80172

DLPX-80271

DLPX-80387

DLPX-81184

DLPX-81692

DLPX-81996

DLPX-82075

DLPX-82112

Continuous Data - Continuous Data Home

Description

Improved the way volumes are fetched while working
on mounts.

Fixed an issue that occurred when manually adding a
database to an environment which has the same
unique name as a database in another environment
managed by the same Delphix engine. Previously,
Delphix reported an incorrect environment containing
the same unique name.

Updated the Self-Service refresh warning message.

changeArchivelogMode now has an associated job
event.

Fixed an issue where Oracle move-to-asm script would
fail while dropping temp due to tempfiles being in use
and unable to be dropped after the database was
started.

For S3 object store, the "Base URL" input is renamed
to "endpoint". The "region" input is now a dropdown
for the user to select from a list of standard regions.
The endpoint corresponding to that region will now be
auto-populated.

Fixed an issue where Direct NFS was not being
detected for Oracle 21.

Fixed an issue where an environment refresh after
upgrade did not remove outdated/obsoleted toolkit
components in 6.0.014.0 and 6.0.15.0.

Fixed an issue that prevented the creation of a
network route whose gateway is reachable through
multiple interfaces.

Added checks to prevent using NFSv4 with Direct NFS
for some Oracle 19 versions that don't support v4 due
to an Oracle bug.
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Bug number

DLPX-82236

DLPX-82308

DLPX-82329

DLPX-82334

DLPX-82381

DLPX-82392

Release 6.0.15.0 changes

Continuous Data - Continuous Data Home

Description

Fixed an issue where Speculative Logging was being
called out of context and could lead to unbounded
consumption of rpool.

Fixed an issue where the provision/refresh of an
Oracle Key Vault vPDB fails with, "ORA-28365: wallet is
not open".

Action-based alerts now include the success or failure
state of the action, including the reason in case of
failure.

Enabled the creation of on-link network routes; routes
whose destination are directly reachable without a
gateway.

Improved Replication performance on engines with a
lot of objects.

Fixed an issue where after editing credential
environment variables, the create/provision VDB
wizard would fail because the environment variables
were missing the password field in the payload. The
required password field has now been added.

Fixes that take effect after an optional reboot

Bug number

DLPX-80760

Description

Increased the inotify limit to address a defect during
upgrade.

Fixes that take effect immediately after upgrade

Bug number

DLPX-68240

Description

Fixed an issue where LogSync for an Oracle RAC
standby does not set max number of backup tasks
correctly.
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Bug number

DLPX-73375

DLPX-75677

DLPX-78913

DLPX-79228

DLPX-79528

DLPX-79596

DLPX-79780

DLPX-79999

DLPX-80206

DLPX-80254

Continuous Data - Continuous Data Home

Description

Added granularity in restore job events to mark
various phases of Restore Backup process.

Added events in Restore Backup job to provide
information at the start of the Redo phase of a restore
command.

Fixed an issue causing auto population of the
encryption key when no input is given.

Fixed a minor typing issue when deleting a MSSQL
database.

Fixed a VDB Start Fault after a VDB start job is
successful.

Made improvements in environment monitoring to
return the NO_DELPHIX_DATABASE status for Staging
Push dSources when they are not managed by
Delphix, and avoids monitoring other attributes for
such databases.

Made a change in the enable flow for Staging Push
dSources to always make an attempt at unmounting
the DATA storage before dropping the staging
database.

Mount with local_lock=all on Linux, when mounting
VDBs with NFSv3.

Use the offset in the time_zone column of
msdb.dbo.backupset to convert the timestamp
correctly for a backup from a source, and then
continue using the staging host timezone to display
the time of a snapshot on the UL.

Updated MD5 checksums for Oracle 12.1.0.2.0 0JDBC
jars.

Fixed an issue where Oracle JDBC jar checksum
checks are being reported as false positives despite
underlying database connection issues.
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Bug number

DLPX-80406

DLPX-80487

DLPX-80494

DLPX-80619

DLPX-80909

DLPX-81048

DLPX-81090

DLPX-81100

DLPX-81242

DLPX-81308

DLPX-81358

DLPX-81502

DLPX-81696

Continuous Data - Continuous Data Home

Description

The Spring framework has been updated due to the
Spring4Shell vulnerability.

Fixed an issue where the Delphix Ul would sometimes
not render, showing waiting for response.

Added an action item to check for support Host and
Server Type combination while adding MSSQL
environments.

This change will introduce the ability to add sporadic
failures via tunable:
ADDITIONAL_SPORADIC_FAILURES.

Cross-Site Scripting (Reflected) in /resources/json/
delphix/session.

Removed the requirement for Linux kernel recover-
lost-locks setting when using NFSv4 with Oracle dNFS.

Can now enable/disable SNMPv3 vs. v1/v2.

Updated the command for checking database files
accessibility while fetching the VDBs status with a
lighter and less intrusive command, to get relief from
VDBs being stopped randomly.

Fixed an issue preventing the upgrade of a replication
Continuous Vault source with automatic replication.

Fixed an issue causing Appdata SnapSync to crash
with NullPointerException when a virtual database is
not successfully refreshed or rollbacked.

Fixed the unnecessary alerts of timezone discovery
failure that users were facing randomly for the cluster
environments.

Improved performance of the Replication page.

Users should now be able to enable the feature flag
AZURE_DATA_BANK.
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Bug number

DLPX-81710

Release 6.0.14.0 changes

Security fixes
Bug number Bug Introduced in
DLPX-81059 5.2.2.0

Continuous Data - Continuous Data Home

Description

Fixed an issue where an engine could not be setup
when objectStorage is enabled.

Description Security Bulletin

Arbitrary Code Execution ~ TB098
may be performed when
configuring masking

environments

Fixes that take effect immediately after upgrade

Bug number

DLPX-38908

DLPX-39193

DLPX-57078

DLPX-57405

DLPX-62343

DLPX-64386

DLPX-65413

Description

Oracle LogSync should automatically resolve faults for
transient issues

Null Pointer Exception in Oracle LogSync backup
stream handler

Job cancel requests during Oracle provisioning are not
processed until the end of recovery

move-to-asm.sh does not support TDE-enabled
databases

disable the OPTIONS method for all HTTP(S) requests

Oracle LogSync thread may hang when trying to
remove temporary RMAN command file from source
host toolkit directory

Ensure "source-archive" directory is unmounted at
start of Oracle Provision
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Bug number

DLPX-66879

DLPX-69453

DLPX-69802

DLPX-76382

DLPX-77840

DLPX-78412

DLPX-78726

DLPX-78754

DLPX-78986

DLPX-79077

DLPX-79242

DLPX-79396

DLPX-79502

Continuous Data - Continuous Data Home

Description

Oracle LogSync can create orphaned logs in certain
scenarios

Provide tunable for Oracle LogSync client timeout

Common Toolkit directory is not removed from a
mounted shared NFS location when the environment
is deleted

Force disable should succeed despite environmental
problems

Fixed an issue on the Setup pane to allow successful
completion of an smtp test against a specific email
address

SCM/Talaria failure reason should be communicated
in the Delphix fault warnings

Removing windows environment performs cleanup of
iSCSI persistent login target

Disable operation is prohibited on replicated sources

Prevent DSP connections for disabled Oracle RAC
cluster nodes

Resolved an issue of an infinite spinner when
validating BEQ credentials for Oracle dSource with
duplicate unique_name. While linking a dSource,
credentials are now required when discovering an
unknown CDB.

Splunk HEC token logged to debug logs during
splunkHec test

Allow users to unset Oracle database user name and
credentials through CLI if Simplified Connection
Management is enabled.

SnapSync fails if more than 1000 tempfiles exist in the
whole CDB
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Bug number

DLPX-79591

DLPX-79742

DLPX-79823

DLPX-79942

DLPX-80137

DLPX-80144

DLPX-80217

DLPX-80302

DLPX-80369

DLPX-80415

DLPX-80439

DLPX-80440

Continuous Data - Continuous Data Home

Description

Changed the NFSv4 minimum supported target
Redhat version to 6.4 (was previously 6.3).

Unable to provision PostgreSQL VDB to Linux host
with processor type of ppc64le

Improved the action item for failure to enable/attach
the staging push dSource.

Improved the action item for failure to enable/attach
the staging push dSource.

Limit SNMP configuration access to sysadmin

Oracle SnapSync crashes with NullPointerException
when a PDB dSource is renamed and replaced with a
new PDB of the same name

Fixed issue with filename conflicts during source
backup restore

It was necessary to restart the auxiliary CDB during a
TDE provision after recreating the autologin keystore

Oracle environment monitor triggers
fault.oracle.db.connection.failed fault immediately on
dataset stop or disable.

Fixes long delay in operations such as VDB start/stop
when JDBC Thin connection to database fails due to
unable to establish network connection.

Provide mount location to upgrade scripts during Lua
to Python upgrade process if mount specification has
not been provided.

Fixed spinner issue while provisioning a VDB from a
SQL Server staging dSource from Provision VDB option
in datasets menu
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Continuous Data - Continuous Data Home

Bug number Description

DLPX-80482 TDE-enabled provisions to a RAC target fail with
"ORA-28365: wallet is not open" while attempting to
reopen the database in start_database.sh in the
auxiliary

DLPX-80483 Fix failing TDE-enabled vPDB provisions to a linked
RAC container database due to "ORA-28365: wallet is
not open" errors

DLPX-80487 Improved performance across dataset and replication
related pages.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description

DLPX-80078 The issue with removing files with complex file
permissions on EBS is now fixed

Release 6.0.13.1 changes
Fixes that take effect immediately after upgrade
Bug number Description

DLPX-80818 libc upgrade necessitates PostgreSQL re-index.

Release 6.0.13.0 changes

Security Fixes

Bug number Bug Introduced in Description Security Bulletin

DLPX-79789 5.3.0.0 Arbitrary Code Execution ~ TB096
May Be Performed by
Engine System
Administrators.
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Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-7868

DLPX-41671

DLPX-43467

DLPX-50309

DLPX-59757

DLPX-67604

DLPX-68684

DLPX-74613

DLPX-75467

DLPX-75646

DLPX-75878

Description

The issue with the confusing vPDB error on a snapshot
after resetlogs of a linked CDB is now fixed.

You can now update the Oracle cluster home through
the user interface.

When dSource is an Oracle standby in RTA mode,
LogSync was raising the
fault.oracle.linkedsource.log.conflict error and getting
disabled on its own. This issue is now fixed.

Users can now change logSynclinterval for Oracle
dsources.

The count for masking jobs fetched from the Masking
Engine is now configurable. By default, it is set to 500.

The manual recovery of a database after V2P from a
snapshot of dSource was failing with an error. This
issue is now fixed.

The self-signed certificate is now compliant with the
requirements for trusted certificates in MacOS 10.15.

Oracle VDB migration check needs to be done against
the Oracle target host instead of the source.
Furthermore, the Error and Action plan provided
should include the target hostname.

The CLI now returns correct and descriptive error
messages when executing unauthorized requests on
uninitialized engines.

To diagnose BEQ connection failure, this release adds
MD5 checksums for ojdbc*.jar for Oracle release
versions up to currently supported release version.

The issue with the JDBC connection string for an
Oracle vPDB not getting updated after an IP address
change is now fixed.
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Bug number

DLPX-75989

DLPX-76956

DLPX-77140

DLPX-77231

DLPX-77600

DLPX-77880

DLPX-78015

DLPX-78174

DLPX-78420

DLPX-78473

DLPX-78488

Continuous Data - Continuous Data Home

Description

The issue with the failure of environment discovery of
an Oracle Cluster with a NullPointerException error is
now fixed.

Previously, the Oracle JDBC test connection with the
wrong password was increasing the LCOUNT value
by more than 1. This issue is now fixed.

This release now speeds up metadata that is sent
during replication when Extended retention is
involved.

Previously, when source discontinuity on the dSource
was followed by resync on the livesource, one or more
livesource workers were failing to start. This
prevented livesource status from getting updated and
the first snapshot from being taken after resync. This
issue is now fixed.

This release fixes NPE when Linking dSource with
missing backup and unreachable nodes.

This release improves scalability for engines with an
extremely large number of snapshots that were
causing them to run out of memory.

Previously, V2P export with absolute data files was
failing with an internal error. This issue is now fixed.

Insecure DES is no longer supported for SNMPv3.

This release adds V2P support for Windows server
2022 host machines.

This release improves load times for Datasets and
Dataset Performance pages for engines with a large
number of datasets and containers.

Previously, when switching from the backup server to
ASE, dump history was not working for dSources
configured to use the remote backup server. This issue
is now fixed.
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Bug number

DLPX-78594

DLPX-78688

DLPX-78693

DLPX-78696

DLPX-79126

DLPX-79292

DLPX-79344

DLPX-79422

DLPX-79789

DLPX-79808

Continuous Data - Continuous Data Home

Description

This release fixes an issue with disabled VDBs not
being able to undo a refresh.

TLS 1.0 and TLS 1.1 ciphers are no longer available.
Any system that is only configured with TLS 1.0 or TLS
1.1 ciphers is switched to use the default cipher set.

Invalid sync parameters will not cause DE server
unavailability.

Switching sync strategy from source sync strategy
type to sourceless strategy type is not allowed.

VDBs can now be automatically started with the
tunables if stopped intermittently because Windows
fail to write on the mount (Msg 9001).

This release eases restrictions on taking a snapshot of
PDBs with encrypted UNDO tablespaces.

Previously, Snapsync of a standby PDB in mount mode
was failing with the ORA-01109: database not

open error message. This issue is now fixed.

Previously, clicking on a Replication Profile was
resulting in the following error message An error

happened while communicating with the

server . Thisissueis now fixed.

Under certain conditions, arbitrary code execution
may be performed by sysadmins.

This release fixes failures if the VDB name is more than
68 characters.
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Continuous Data - Continuous Data Home

Release 6.0.12.1 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-79151 The issue with remote syslog configurations
preventing engine upgrades or virtualization service
restarts is now fixed.

Release 6.0.12.0 changes

Log4j Updates

Based on detailed testing and analysis, all the currently supported products are not susceptible to known log4j
vulnerabilities. Please refer to TB095 Technical Bulletin for more information. All instances of log4j in currently
supported Delphix products are updated to log4j 2.17.1 as of this release.

Delphix keeps you updated on the latest developments and keeps releasing hotfixes, procedures, and workarounds
for such critical vulnerabilities. For more information on how Delphix supports our product and customers in such
cases, see Delphix Product Security

For more information, refer to the following pages:

« TB095 logé4j vulnerabilities

« Uninstalling the delphix connector service from the target database servers
« Delphix product lifecycle policies

« Product security

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-23068 Validation for target database parameter 'DB_FILES'
for single-tenant databases for the following
operations: provisioning, refresh, rewind, and
converting a dSource to LiveSource is now added.
Furthermore, specific error messages for handling
ORA-00059 errors are added.

DLPX-44544 The issue with the SnapSync of an Oracle standby
dSource in Real-Time Apply mode calculating the
snapshot's timestamp incorrectly is now fixed. This
issue was resulting in ORA-01194 or ORA-01152 errors
when provisioning to a timestamp after the snapshot.
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Bug number

DLPX-56691

DLPX-57971

DLPX-60320

DLPX-67069

DLPX-68132

DLPX-72123

DLPX-72779

DLPX-73975

DLPX-74862

Continuous Data - Continuous Data Home

Description

The issue with the data files of a VDB getting
unmounted when provisioning, refresh, or rollback job
is canceled manually is now fixed.

The issue with the latest snapshot of a LiveSource
taking a long time to show the SCN/timestamp range
on its card in the GUI is now fixed.

Ul now allows the selection of older dataset
repositories (downgrade) in addition to selecting
newer ones (upgrade).

The issue with the stopped Oracle VDB monitoring by
the environment monitor that resulted in connection
errors flooding the debug log is now fixed.

The issue with the “Copy query to clipboard” SQL copy
functionality in the “Managed Source Data” is now
fixed to have correct apostrophe characters.

The issue with the failure of detaching or deleting an
Oracle dSource operation on RAC environments (This
issue was occurring due to failure of deletion of RMAN
backups on RAC and the operation needs to be retried
with a force option) is now fixed.

The Ul showing enabled or disabled for cluster nodes
now uses a grid table. The Enabled column contains a
checkmark to show whether the cluster is enabled or
disabled. Users are able to select or unselect the
checkmark to enable or disable a cluster.

Critical storage faults should not be ignorable nor
manually resolvable

This release fixes an issue where the RESUME
operation failed without any error thrown to the user
on dSources where ENFORCE was still in progress. The
fix will make sure that even if RESUME fails, it throws a
DUE to the user with suggested actions to resolve the
issue.
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Bug number

DLPX-75763

DLPX-76266

DLPX-77123

DLPX-77347

DLPX-77638

DLPX-77664

DLPX-77913

DLPX-77925

DLPX-78113

DLPX-78183

DLPX-78244

Continuous Data - Continuous Data Home

Description

The issue with the failure of refreshing a VDB
provisioned as an empty Vfiles since there is no parent
container to refresh from is now fixed.

The issue with the VDB Disable operation that resulted
in an error message while connectivity with the host
machine can't be established is now fixed.

You can now run Upgrade Verify when another
upgrade is in progress.

This release fixes the difference in time shown for
MSSQL snapshot based on different database
authentication methods.

The issue with the failure of the End Entity Certificate
expiration fault is now fixed.

The issue with the failure of the Oracle SnapSync with
an error message, "RMAN-06183: datafile or datafile
copy (file number ) larger than MAXSETSIZE" if a
datafile resized in the middle of SnapSync is now
fixed.

The issue with the faults table missing data if there
was more than one page of faults is now fixed.

The issue with the unsupported Windows release error
message is now fixed.

MSSQL VDB database size will now be refreshed
periodically based on
environment_monitor.dynamic_attributes_check_per
iod tunable.

The issue with the MSSQL validated sync schedule not
getting updated without successful backup
restoration is now fixed.

The issue with the failure of a few operations on self-
service containers due to incorrect entries
corresponding to the Oracle log metadata on the
Delphix engine is now fixed.
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Bug number

DLPX-78258

DLPX-78263

DLPX-78265

DLPX-78309

DLPX-78334

DLPX-78392

DLPX-78522

DLPX-78791

DLPX-78938

Continuous Data - Continuous Data Home

Description

The issue with the input bug that retained cleared out
DB credentials in the dSource linking wizard is now
fixed.

The issue with the failure of a SnapSync of an Oracle
standby dSource in Real-Time Apply mode with an
error message,
"exception.oracle.snl.linkedsource.current_scn.invali
d" if the rate of change in the database is low is now
fixed.

Offline Oracle bystander PDBs data files can now be
optimized leading to improved provision
performance.

The issue with the CLI being unable to log in to system
users when the main virtualization service is down is
now fixed.

The issue with a large number of missing Oracle
archive logs causing an error while viewing dataset is
now fixed.

Hosts running Windows Server 2022 can now be added
as Source and Target environments to the Delphix
Engine.

SSLv3, TLS 1.0, and TLS 1.1 are no longer
configurations options for HTTPS. Any system
configured only with these removed options will be
automatically set to use TLS 1.2.

This release upgrades log4j from 1.2.17 to the latest
2.x in Windows Connector.

This release upgrades log4j in virtualization to 2.17.1.
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Release 6.0.11.0 changes

Security Fixes

Bug number

DLPX-77921

Bug Introduced in

6.0.8.0

Continuous Data - Continuous Data Home

Description Security Bulletin

Arbitrary Code Execution ~ TB094
by Delphix System

Administrators may be

Performed on

Virtualization and

Masking Engines

Fixes that take effect immediately after upgrade

Bug number

DLPX-53019

DLPX-59299

DLPX-59662

DLPX-62706

DLPX-64082

DLPX-65729

DLPX-69778

Description

The issue with the missing redo alert raised during the
environment monitor check has now been resolved.

Discovery and monitoring rely on "Connected" in
sqlplus output, which may not be the case if
NLS_LANG is set to another language (e.g. Japanese).
Downstream operations, like linking or provisioning,
may then fail due to missing user privileges.

The issue with copy-Only Backups failure with Virtual
Service Accounts has now been resolved.

The issue with the Hostchecker not properly
checking /home/delphix permissions has now been
resolved.

The issue with Oracle Provisioning scripts having hard-
coded timeout issues has now been resolved.

Added retry functionality to the 'read backup files'
operation during a validated sync to an account for an
unstable environment.

SAML response is not logged on successful SSO login.
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Bug number

DLPX-72043

DLPX-72220

DLPX-72225

DLPX-72237

DLPX-72369

DLPX-72778

DLPX-74555

DLPX-74676

DLPX-74851

DLPX-74896

DLPX-75335

Continuous Data - Continuous Data Home

Description

The issue where LiteSpeed
xp_restore_headeronly stored procedure

failure message are displayed when validated sync is
active for dSources with LiteSpeed backup has now
been resolved.

A Ul issue that occurred while updating the vault when
only the private key is changed has now been
resolved.

Admin user created from management Ul is no longer
showing as 'non-admin’ type.

The 'Verify Credentials' button from the DSP
Throughput test page is now removed.

The dependency on a parent snapshot relying on the
latest snapshot is now removed if a parent snapshot
does not exist during the VDB enable operation.

Oracle dSource attach operation with changed DB ID
using 'Force' option is now allowed.

Updated the "no Delphix connector" message while
provisioning a Windows source environment.

Oracle LiveSource LogSync should only catalog valid
archive log files.

In the Add Environment GUI, the mouseover
information for "Set Delphix Session Protocol Options
(DSP)" has been currented.

The race condition issue when running Oracle VDB
refresh and dSource snap sync resulting in incorrect
MDS entry for the parent snapshot of a VDB in the

dlpx_timeflow table has now been resolved.

Added a product name and product version for the
Delphix Connector executable so this information can
be available before installation.
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Bug number

DLPX-75500

DLPX-75952

DLPX-75995

DLPX-76244

DLPX-76290

DLPX-76731

DLPX-76759

DLPX-76777

DLPX-76793

DLPX-76974

DLPX-77112

Continuous Data - Continuous Data Home

Description

For ag cluster nodes, if the refresh fails due to
timezone discovery failure, don't delete the nodes
from MDS as it doesn't mean we had an issue with the
nodes.

Database configs will be replicated only if the
associated VDB is replicated.

The issue causing environment 'Add' or 'Refresh' to
fail when PowerShell Transcription is enabled has now
been resolved.

The issue where TCP fallback connection to database
stops responding if the Oracle database instance is
down has now been resolved.

Databases of UNKNOWN cdb type are now included in
the attachment of a non-PDB container.

Added Delphix support for WALLET_ROOT and

TDE_CONFIGURATION parametersto manage
wallets in 19c instead of sqlnet.ora.

Added "Response" to faults along with other details
when logged in the Admin App.

Remove orphaned Oracle logs resulting from archive
log fetch timeouts.

Added execution timeout for execution of
UpdateFileACL.psl.

The issue where a user was unable to change 'from
address' of SMTP server to noreply@delphix.comin
the GUI has now been resolved.

The issue where an Oracle VDB cannot be provisioned
between different minor versions if the Source is on
higher RU has now been resolved.
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Bug number

DLPX-77284

DLPX-77345

DLPX-77405

DLPX-77676

DLPX-77708

DLPX-77844

DLPX-77904

DLPX-77912

ORB-2465

Continuous Data - Continuous Data Home

Description

The issue where after a hotfix was removed due to a
successful upgrade, the system would still indicate the
hotfix was installed post-upgrade has now been
resolved.

The issue where provisioning a vVDB fails with
java.lang.OutOfMemoryError whensqlplusis
used to rename the datafiles has now been resolved.

Replicated password vaults will no longer be visible in
the UI.

The issue where provisioning a vPDB from a PDB
dSource fails with "ORA-65114: space usage in

container is too high" if PDB max_size/

max_pdb_storage isconfigured has now been
resolved.

The issue where a refresh/disable/destroy of a VDB
using NFSv3 could cause loss of access to other VDBs
that were using NFSv3 has now been resolved.

The issue where V2P operations from a VDB snapshot
would result in the deletion of any production
datafiles that exist on specified V2P target directory
has now been resolved.

Removed 'Factory Reset' for Delphix Engines that are
Data Vaults, as the operation is disabled for those
engines.

The issue that can cause a VDB stop, refresh, or
rollback to fail with an internal error has been
resolved.

Removed the requirement that SAML SSO email
addresses must match case-sensitively for SSO logins.
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Continuous Data - Continuous Data Home

Fixes that take effect after an optional reboot

Bug number Description

DLPX-77577 Increased nvme I/0 timeout to prevent storage issues
in EC2 (Activated after optional Reboot).

Release 6.0.10.1 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-77467 Loading the setup app dashboard (as sysadmin) was
rendering a server error popup with instruction to
contact Delphix Support. This 6.0.10.0 error has been
known to impair the ability to configure web proxy,
PhoneHome, SMTP servers, and other connectivity
settings via the GUI. It has now been resolved.

Release 6.0.10.0 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-18438 The issue with provisioning to the latest available time
that resulted in generating

the exception.oracle.target.point.not_p

rovisionable exception has now been resolved.

DLPX-35480 Previously, static routes were being added using the
add command. Now, the same can be added using the
create command.

DLPX-57516 The issue with the failure of management service to
start after configuring some abbreviated timezones
from a picklist in server setup or sysadmin CLI has now
been resolved.

DLPX-58133 Previously, the Oracle SnapSync operation was
resulting in a warning for BCT usage on editions that
do not provide it. This issue has now been resolved.
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Bug number

DLPX-58675

DLPX-63003

DLPX-63347

DLPX-63601

DLPX-64369

DLPX-65949

DLPX-69831

DLPX-70317

DLPX-71018

Continuous Data - Continuous Data Home

Description

The issue with the deletion of the last snapshot on
timeflow by Retention during a failed Oracle DB_SYNC
operation has now been resolved.

The issue with memory being exhausted while reading
too many snapshots from MDS has now been resolved.

If the staging source has the "Use as Staging" flag set
as off, the user was seeing a specific exception while
trying to enable a linked dSource to pointin the
direction of what needs to be done. Any compatibility
failure will now have a specific exception.

Previously, querying the following operation
"backupset table" and "whether a database is part of
AG or not" was resulting in deadlocks and lock
timeouts errors. We have now added retries to resolve
the issue.

The issue with
throwing fault.oracle.linkedsource.incom

plete.tempfile for physical standby has now
been resolved.

The issue with misleading status in the progress bar
while taking a copy-only backup has now been
resolved.

Previously, the Oracle dSource SnapSync operation
was not displaying a clear failure message if a dSource

db_unique_name ischanged. This issue has now
been resolved.

The issue with the restarting of the NFS-server by the
reaper thread while deleting a vPDB from a linked CDB
with Talaria turned on has now been resolved.

The issue with Ul displaying only the suffix of the
device name used by Hyper-V has now been
resolved. Ul now displays a unique device name for
storage in Hyper-V.
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Bug number

DLPX-71292

DLPX-71639

DLPX-71769

DLPX-72011

DLPX-72186

DLPX-72432

DLPX-72956

DLPX-73575

DLPX-73590

DLPX-73800

DLPX-74504

Continuous Data - Continuous Data Home

Description

The issue with the allowance of incremental SnapSync
after

LogSync throws fault.oracle. linkedsource.

log.conflict hasnow been resolved.

The NFSv4 is now set as the default option when
mounting datasets from OS platforms that support it.

The need to set permissions of SORACLE_HOME /dbs s

ubdirectories using STARTUP SPFILE syntax is now
removed.

The issue with the CLI network setup not configuring
the first network interface when multiple interfaces
exist has now been resolved.

The issue with CDB log file retention working
incorrectly if a PDB has multiple time flows pointing to
the same CDB timeflow has now been resolved.

The format of zpool_iostat_60. log has been

enhanced in this release. A timestamp is recorded for
each sample in the log, making it easier to determine
the time for each sample.

The issue with disabling the Oracle LogSync after
running the validated sync job has now been resolved.

The timezone monitoring is now added for the
Windows hosts.

You can now refresh a VDB whose parent dataset is in
a different group without needing authorization on
the parent or its group.

The issue with the failure of olsnodes when run as a
non-Oracle user has now been resolved.

The issue with throwing a new DUE and
NotFoundException when ojdbc libs cannot be read
has now been resolved.
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Bug number

DLPX-74945

DLPX-74992

DLPX-75389

DLPX-75517

DLPX-75721

DLPX-75737

DLPX-75897

DLPX-75951

DLPX-76288

DLPX-76388

Continuous Data - Continuous Data Home

Description

Ul now displays a detailed error message for
transaction log-chain break fault.

The issue with the failure of SnapSync operation when
Database incarnation reset-logs end time is changed
from "2021-03-13 22:03:07.0" to "2021-03-13
21:03:07.0" for virtual pluggable database “ " has=""
now="" been="">">

The issue with the recording of the insufficient details
by Logsync when dbid change was detected has now
been resolved.

The issue with the failure of the Oracle vPDB
provisioning with the "ORA-00959: tablespace 'TEMP'
does not exist" error has now been resolved.

The issue with the failure of an Environment discovery
with the "DelphixFatalException: Unknown Oracle
Database status: REFRESHING" error has now been
resolved.

The issue with saving unnecessary logs by Retention if
bookmark falls exactly on a snapshot end SCN or
snapshot end timestamp has now been resolved.

Previously, failure to start I/O services after the
upgrade operation was resulting in a stack restart
loop. This issue has now been resolved.

The internal error being signaled during VDB
SnapSync by removeUnneededZFSFiles whena

data file is physically removed during processing by an
external cause has now been resolved.

The NFS latency for workloads involving a lot of
parallel I/0 (e.g. Oracle VDBs with concurrent accesses
to many data files) is now improved.

Previously, entering key pairs directly into hook
environment variables, as opposed to via a vault or as
passwords were resulting in an internal error. This
issue has now been resolved.
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Bug number

DLPX-76406

DLPX-76447

DLPX-76613

DLPX-76690

DLPX-76692

DLPX-76718

DLPX-76760

DLPX-76802

DLPX-76891

Continuous Data - Continuous Data Home

Description

The issue with NFS-based VDBs becoming
unresponsive has now been resolved.

The issue with the V2P Functionality to customize
target directory structure for exporting database files
to separate file systems not working as documented
has now been resolved.

The issue with the unnecessary accumulation of heap
when validated sync is active for dSources using an
environment user that eventually can cause out of
memory issues has now been resolved.

The issue with the removal of extraneous Oracle data
files while creating snapshots has now been resolved.
The extraneous Oracle data files are now removed
during the provisioning operation.

For V2P operation, we now use the unbuffered copy
method for better performance.

The issue with the creation of the extraneous Self-
Service branch segments during the replication
operation has now been resolved.

Environment clusters will now show faults from their
child nodes.

Previously, the engines that are in the DEFERRED
upgrade state were resulting in the "Large Receive
Offload" option turned off which was leading to
performance degradation in network transfers. This
issue has now been resolved. Upgrading the engines
that are in the DEFERRED state will also resolve the
issue.

Screen reader support is now enabled.

CRON expression labels now ask for Quartz format on
the user interface.
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Continuous Data - Continuous Data Home

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-76619

DLPX-76203

DLPX-76119

DLPX-76991

Release 6.0.9.0 changes

Description

The NFS reliance on DNS to prevent VDB
unresponsiveness related to DNS unreliability is now
reduced.

The NFS latency for engines with many Oracle dNFS
clients is now improved.

The issue with the Delphix Engine crashing or
becoming unresponsive when canceling a replication
job has now been resolved.

Optimized in-memory cache eviction by making minor
improvements to I/O performance.

Fixes that take effect immediately after upgrade

Bug number

DLPX-28435

DLPX-40005

DLPX-48080

DLPX-55951

DLPX-59613

Description

MS SQL instances PatchLevel will be displayed in
preference to the version on the Ul.

Improved the error message that is displayed when a
JDBC connection cannot be established or the Oracle
database Instance is unavailable.

Oracle Home Check may generate spurious faults if
Oracle Home entry does not exist in /etc/oratab.

Attempting to provision a plugin-based VDB onto an
incompatible OS (Windows to Linux or vice versa) is
possible in the Ul, and would fail with a crash requiring
arestart. Now an informative error message is shown
after the attempt is made.

Fixed creation of retention policies workers on replica
objects after failover.
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Bug number

DLPX-64307

DLPX-66191

DLPX-67537

DLPX-69605

DLPX-70502

DLPX-71002

DLPX-71908

DLPX-72012

DLPX-72411

DLPX-72609

DLPX-72695

DLPX-73409

Continuous Data - Continuous Data Home

Description

Environment refresh should ignore cluster discovery
for Oracle VDBs.

Fixed the side-effects of the native Windows "Recent
Files" behavior, when large numbers of PowerShell
operations are being run concurrently.

Domain administrators can now create, view, and edit
the alert profiles of other domain users.

Poor error message when selecting Timeflow range.

On detaching a dSource, delete backup server entry
from MDS and related ones if the backup server is
unused.

In case we have null values coming for
recovery_model from msdb.dbo.backupset table, the
user will see a generic exception for manual sync and a
fault for validated sync.

Users will now see a warning when they remove any
object from the replication specification list.

Prevents the same IP address from being configured
on more than one network interface.

Environment names for Windows and Oracle Clusters
are once again editable by users.

When we do MSSQL standalone environment
discovery, the user will see a warning for databases
attached to AG that are present and will not be
discovered unless cluster environment discovery is
selected.

Improved Oracle SnapSync performance by
eliminating unnecessary calls to getTotalHoleBlocks.

Duplicate listener entry gets generated in MDS if
Oracle listener is manually started with a non-
uppercase name.
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Bug number

DLPX-73586

DLPX-73720

DLPX-74050

DLPX-74078

DLPX-74197

DLPX-74201

DLPX-74367

DLPX-74377

DLPX-74387

DLPX-74398

DLPX-74486

Continuous Data - Continuous Data Home

Description

Fixed a display error of some snapshot names in the
command line interface which showed references
instead of actual names.

Provisioning an Oracle vPDB fails with "ORA-65149:
PDB name conflicts with existing service name in the
CDB or the PDB" if the PDB and CDB names are the
same.

Environment names for Windows and Oracle Clusters
are once again editable by users.

The Target Directory path is combined with other
directories such as Data Directory, Archive Directory,
Temp Directory, etc to build the full path for data files,
archive logs, temp files, etc. As long as the combined
paths are valid the V2P job proceeds.

Fixes a misleading warning about insufficient space on
a replication target.

Snapshots created as a result of refresh or rewind
operations will now be labeled as just "Snapshot" to
avoid confusion. Users are advised to look at the
Timeflow markers to know when the Timeflow
operation was performed.

Delphix Engine repeatedly reports "Failed to parse
logfile".

Improved diagnostics information for the case when
Delphix Engine fails to connect to the Windows host.

fix an issue that causes the management service to
crash under heavy CPU load.

Added handling of dangling nodes during Windows
cluster environment add and refresh operations.

Delphix OS users cannot provision 12.2 TDE vPDB due
to directory permissions in the default wallet location.
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Bug number

DLPX-74495

DLPX-74681

DLPX-74806

DLPX-74860

DLPX-74975

DLPX-75026

DLPX-75134

DLPX-75363

DLPX-75401

DLPX-75506

DLPX-75532

DLPX-75663

DLPX-75716

Continuous Data - Continuous Data Home

Description

Enabled more logging in Delphix connector logs for
timeouts.

During RAC vPDB provision, Oracle 19.9 target CDB
crashes with ORA-00600 [krccfl_chunk] when BCT is
enabled.

Improved error message displayed when the storage
device initialization fails unexpectedly.

Provisioning the 2nd generation VDB fails if the
dSource has imported read-only transportable
tablespaces fails.

Allow adding invalid or unreachable paths as a shared
backup location for dSources.

Invalid JDBC connections are not purged from the
connection pool when the home is changed.

Improved performance for the Environment
Databases pages when there are a lot of databases.

Update exception description is seen when the
SnapSync fails for ASE encrypted database.

local listener set to null if
oracle.lsnr.protocol_registration_order is quoted.

Fix a bug that can cause Oracle RAC VDBs to fail with
stale NFSv3 mounts if NFSv4 is also enabled.

Insufficient heap memory settings on AlX cause
connector and SnapSync to hang or crash.

FIPS compliant algorithms will be used while merging
the old and new toolkit directories during
environment refresh.

Delphix may remove Oracle VDB temp tablespaces
during Snapsync.
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Bug number

DLPX-75735

DLPX-75834

DLPX-75858

DLPX-76018

DLPX-76140

Continuous Data - Continuous Data Home

Description

Fixed creation of retention policies workers on replica
objects after failover.

Rearranged Syslog configuration dialog inputs to
avoid confusion and have a more consistent user
experience.

BEQ processes can hold on to file descriptors leading
to hook scripts hanging after upgrading to 6.0.7.0.

Remove hardcoded 5-minute timeout for
doDropPDBKeepDatafiles.sh.

TDE SnapSync should ignore WARNING plugin
violations.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-71980

Release 6.0.8.1 changes

Description

Fix a bug that was causing the Delphix Engine storage
pool to fail to import on boot under certain
circumstances.

Fixes that take effect immediately after upgrade

Bug number

DLPX-75804

Description

Some Delphix operations may fail if mount and
umount commands, on staging or target hosts, are
setup to run as sudo and if sudo rules prohibit these
commands from running with unrecognized options.
The issue is fixed now after removing "-v" added in
6.0.8.0.
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Release 6.0.8.0 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-49694

DLPX-68764

DLPX-70793

DLPX-71300

DLPX-71471

DLPX-71687

DLPX-71875

DLPX-72046

DLPX-72209

DLPX-72319

Description

Skip parsing of DBCC when code 0 is not present in the
DBCC page output. In case the DBCC page has code 0
but not dbid, use bdbid (present in the buffer section).

VDB SnapShot does not progress if ASE database
devices are not on Delphix storage, environment
monitoring raises a fault. Subsequent VDB operations
like enable, disable, start, stop, delete, snapshot, or
refresh will fail.

Delphix Engine should not allow linking Oracle DB
with null db_unique_name .

For newer ASE versions (>=15.7 SP138 and 16.0 SP02
PLO5 and ASE 16.0 SP03), do not run DBCC PAGE
anymore, as it was an identifier for DBCC CHECKALLOC
thatis already not run.

Error message asking user to manually perform
disable/enable operation or correctly rename the
target database back will be displayed during Start
VDB, if VDB does not exist.

Provide a mechanism to enable VDBs up to filesystem
mount point.

Fixed a bug that results in a memory reservation not
being represented correctly in the Delphix API.

Deletion of vPDB in a vCDB shows this warning,
"Encountered an error while shutting down and
cleaning up Oracle files."

Downloading a support bundle is not supported at the
same time that an upload of an upgrade image has
been initiated by the same Delphix user.

Fixed an issue where some error dialogs would freeze
in Internet Explorer 11.
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Bug number

DLPX-72705

DLPX-72757

DLPX-72780

DLPX-72904

DLPX-73143

DLPX-73354

DLPX-73489

DLPX-73602

DLPX-73607

DLPX-73623

DLPX-73627

DLPX-73668

DLPX-73669

Continuous Data - Continuous Data Home

Description

Connection timeout when deleting remote shipper
script can cause a timeout in LogSync client.

ASE sync using Dump History fails for large dump
history files.

Timezone is set incorrectly for snapshots of Solaris 10
dSources and VDBs.

Storage capacity now includes usage from all file
system objects, not just snapshots.

Fixed an issue where the support bundle dialog
showed a loading spinner intermittently while jobs
were running.

Traverse all shared backup locations while syncing,
even if some of the paths are invalid or not reachable.

Fixed bug where adding or editing a parameter using
the Ul VDB Config Template "Text" tab was truncating
the parameter's value.

Incorrect mount options used when a single instance
RAC is linked as a standalone single instance.

Added paging for days with large numbers of
snapshots to prevent slowdown.

Fixed an out-of-memory condition that occurs in SSH
tunneling for encrypted log-syncs when storage
latencies are high.

The help text on upgrade replication warnings have
been updated to avoid confusion between Ignored
and Resolved.

Fixed Missing security headers.

Cross-site request forgery (CSRF) issue in
management Ul.
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Bug number

DLPX-73727

DLPX-73797

DLPX-74025

DLPX-74029

DLPX-74057

DLPX-74254

DLPX-74298

DLPX-74362

DLPX-74442

DLPX-74457

DLPX-74529

DLPX-74542

Continuous Data - Continuous Data Home

Description

Fixed an issue where the faults table was unable to
navigate to other pages.

Fixed VDB refresh failures due to SQL Server Error 924
after setting VDB to single user mode.

Implemented logic to retry offline database along with
a drop database to overcome deadlocks while off-
lining or dropping the database.

VMware Hot-Add memory is not immediately reflected
in the system API.

Fixed a typo in "Download Support Bundle" Ul
component where the word "suport" was missing a

llpll‘

Ownership of files inside VDB now matches new owner
when VDB owner is changed.

Fixed an issue where the user could not upload a
keystore with a blank keystore passcode.

Fixes an issue with namespace deletion when the
replication receive jobs have been cleaned up.

VDB Enable with attemptStart=false will now mount
the datasets so that VDB can be started.

Cluster discovery for Oracle RAC clusters are partially
failing on Solaris 10.

Fixed a bug so that an upgrade completes even when
jobs fail.

Fixed a bug so that upgrade completion is properly
handled after kernel upgrades.
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Bug number

DLPX-74645

DLPX-74656

DLPX-74704

DLPX-74883

DLPX-74911

DLPX-74997

DLPX-75083

DLPX-75095

DLPX-75134

DLPX-75188

DLPX-75204

DLPX-75208

DLPX-75416

Continuous Data - Continuous Data Home

Description

Delphix Engine uses the uptime command to keep
track of a target host reboot and auto start VDBs on
the host. In some cases, the output of this command is
not what is expected and causes unintended restart of
a stopped VDB. This issue is now fixed.

Oracle errors during doCreateSPFile.sh are not
captured.

Fixed a bug where the Dataset scroll does not extend
to the bottom of a dataset list, thus truncating the
status of the last dataset in the expanded group.

Prevent support bundle collection from cancelling
replication.

Talaria TCP fallback fault may be misconstrued if an
Oracle RAC node is down.

Prevent granting replicated roles to users.

Post upgrade cleanup task may become unresponsive
while attempting a migration from 5.3.x to 6.0.x due to
several threads stuck in WAITING state.

Provisioning an Oracle VDB fails if change-archivelog-
mode.sh takes longer than 5 minutes.

Improved performance of the Environment Databases
page under certain conditions.

Fixed "out of memory" issue when processing a large
number of objects on the Target engine.

Addressed a performance issue on the Target engine
when receiving large number of replicated objects.

Snapshot names are incorrectly redacted in the MDS
dlpx_action table in support bundles.

Fixed a replication issue when there are sources with
TLS enabled.
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Continuous Data - Continuous Data Home

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-72065

DLPX-72681

DLPX-73423

DLPX-74216

DLPX-74622

DLPX-75089

DLPX-75524

Release 6.0.7.0 changes

Description

Fixed a bug that can cause a Windows iSCSl initiator to
fail connect to the Delphix Engine.

Console Delphix status screen shows a Python stack
trace if the system is configured with a static IP
address.

Console Delphix status screen shows a Python stack
trace if the system has no default route.

Fixed an issue that causes management service
failures in low memory situations.

Fixed a bug that can cause a replication job to fail with
an internal error.

Fixed a bug that can cause NFSv3 clients to lose locks
during upgrade verification.

Fixed a bug that can lead to Oracle data corruption
when running VDBs on Oracle 19¢ with dNFS.

Fixes that take effect immediately after upgrade

Bug number

DLPX-39006

DLPX-39245

DLPX-59155

Description

LogSync failed with "Cannot read archived log due to
failure of log shipping script".

Fixed a bug that caused the management service to
become inaccessible if the storage pool ran out of
space.

Provisioning a VDB or vPDB failed with unclear error
message 'A database with the name "xxx" already
exists'.
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Bug number

DLPX-60317

DLPX-60947

DLPX-62805

DLPX-62969

DLPX-64600

DLPX-67363

DLPX-67607

DLPX-67767

DLPX-70821

DLPX-71783

DLPX-72010

DLPX-72075

DLPX-72191

Continuous Data - Continuous Data Home

Description

Fixed Out of Memory issue when replicating a large
number of objects.

Replica VDBs will be updated when performing a
point-in-time restore.

vPDB provision did not raise an error when a non-
provisionable target point-in-time was provided.

Fixed Out of Memory issue when receiving large
number of replicated objects.

Skipped connecting to ASE dSources during SnapSync
policy runs as it is not applicable for them, hence
prevent recurrent faults that the policy throws for
connectivity issues.

Maximum identify provider authentication time age
can be customized for single sign-on.

Fix to make Snapsync throw exception if manifest file
is missing or of 0 bytes instead of internal error with
null pointer exception.

Fixed a bug that caused the upgrade to hang, while
waiting for running jobs to finish.

Allow the entity id for SAML single sign-on to be a URL
for compatibility with Azure AD.

doRenameDatafiles cleanup of extra files fails due to
file permissions mismatch.

Fixed an issue that prevents changing the default
gateway using the network setup CLI.

Maximum SAML response time skew can be
customized for single sign-on.

Oracle privilege discovery not performed for all homes
if an invalid home exists.
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Bug number

DLPX-72351

DLPX-72545

DLPX-72652

DLPX-72698

DLPX-72807

DLPX-72882

DLPX-72916

DLPX-73048

DLPX-73108

DLPX-73201

DLPX-73202

DLPX-73424

Continuous Data - Continuous Data Home

Description

When a user tries to change credentials for a dSource,
validating the credentials before updating them. In
case of invalid credentials, showing user an error
message about it.

Initial ORA-65294 error not reported to user when
vPDB provision fails due to compatible parameter
mismatch.

Fix and issue that prevents use of the NFSv4 on some
versions of SUSE Linux targets.

Patching Oracle 19C vCDB leads to ORA-25153 as
described in 2285159.1.

Fixed issue with SQL Server 2014 dSources with
filestreams where sync failed in merging filestream
directories due to long path names.

Datasets hooks script editor properly displays
multiline scripts instead of as one long line on non-
Chrome browsers.

Empty string in SNMPv3 USM username creation no
longer throws fatal error.

Non-sys user credentials for Oracle sources cannot use
password vault.

Fix a bug that prevents the API from displaying the
correct number of CPUs or amount of memory
assigned to a Delphix Engine after a hot-add
operation.

Fix an issue that prevents the configuration of
additional NICs on Azure Delphix Engines.

Fix a bug that can cause a VDB to fail to mount while
other VDBs are being stopped.

Fix a bug that prevents the sysadmin from deleting a
default route.
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Bug number

DLPX-73527

DLPX-73528

DLPX-73611

DLPX-73742

DLPX-73765

DLPX-73789

DLPX-74030

DLPX-74043

DLPX-74044

DLPX-74119

DLPX-74164

Continuous Data - Continuous Data Home

Description

SnapSync job fails with 'internal error during
execution' due to ONS/FanManager errors.

Fixed a bug that prevented accessing SDD specs from
CLI.

Kerberos ticket expiration date parsing is incorrect
after migration from Illumos to Linux.

Provisioning an Oracle TDE-enabled vPDB fails with
the error "ORA-28367: wallet does not exist" if the TDE
wallet for the target linked CDB is stored on ASM
storage.

Fix a file descriptor leak that causes the management
service to crash over time.

Auxiliary CDB instance uses dSource keystore location
if WALLET_ROOT is configured in dSource.

CDB database password may be leaked as part of
environment monitor checks that launch sqlplus
command on the source or target host.

Delphix OS user cannot provision TDE-enabled vPDB
due to directory permissions in the default wallet
location.

Delphix OS user cannot provision TDE-enabled vPDB
in Delphix-writable keystore location due to directory
permissions.

Drop database fails if default database is set to any
other than master.

Sync fails with
db.aseldb.source.dump_history.incomplete_stripes
after dump history file is purged and Use dump history
is enabled for the dSource.
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Continuous Data - Continuous Data Home

Bug number Description

DLPX-74233 During failover of a namespace, if there is a collision
between an environment in the namespace with one
on the target engine, the namespace environment will
get renamed if its host does not match that of the
environment on the target.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number Description
DLPX-73390 Improve replication receive throughput.
DLPX-73393 Improve write performance under extreme disk

fragmentation.

DLPX-73280 Improve write performance under extreme disk
fragmentation.

Release 6.0.6.1 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-73848 Fixed an issue that can cause the management service
to fail to start after upgrade on systems that have had
SNMP enabled.

DLPX-73859 Fixed a file descriptor leak triggered by faults and

alerts that can cause the management service to fail.

Release 6.0.6.0 changes

Fixes that take effect immediately after upgrade

Bug number Description

DLPX-47065 VDB recovery failed when files other than archive logs
were detected by Oracle.
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Bug number

DLPX-47493

DLPX-48046

DLPX-61405

DLPX-61525

DLPX-63603

DLPX-67368

DLPX-67593

DLPX-68531

DLPX-69759

DLPX-69852

DLPX-70426

DLPX-70583

DLPX-70638

Continuous Data - Continuous Data Home

Description

Fixed the bug where VDB directory under the
DelphixConnector directory was not being removed
from the target host on MSSQL VDB deletion.

Added sorting parameter to network test APIs.

Replication may send more data than expected if
masking involves dropping large DBF files.

The height of the storage configuration list was limited
to show 3 disks at a time. It will now dynamically grow
with the number of disks.

Increased connector timeout from 10 minutes to 30
minutes to avoid unnecessary faults due to timeout
during Validated Sync operation.

Delphix Engine hostname change is now immediately
reflected in Splunk events.

Fixed an issue that caused the management service to
remain offline following an out-of-space condition.

Introduced better handling of
UniversalConnectionPoolException errors during
SnapSync.

Oracle environment discovery failed due to an
unhandled exception occurring at insert into
dlpx_faults.

Fixed a bug that caused network configuration
problems when removing and adding additional NICs.

Redaction of usernames took forever on tables with
millions of entries.

move-to-asm.sh fails if timing is set in glogin.sql.

Removed Failed Actions section of Actions sidebar, in
favor of manually dismissing from Running Actions
and falling to Finished Actions section.
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Bug number

DLPX-70653

DLPX-70808

DLPX-70896

DLPX-70919

DLPX-70928

DLPX-71093

DLPX-71097

DLPX-71153

DLPX-71370

DLPX-71685

DLPX-71865

DLPX-71961

Continuous Data - Continuous Data Home

Description

Removal of all instances in a RAC VDB should not be
allowed.

Fixed issue related to the creation of empty
DisableBroker.sql on the Windows machine in case
DisableBroker.sqgl execution fails in the first attempt.

Added more detailed error message for when the
Delphix Engine fails to push a script to Windows host.

Fixed an issue that causes job progress to not update
in Self-Service.

Fixed a bug that results in a Delphix Engine remaining
powered on following a shutdown from the user
interface.

For AG databases, a full backup is not required even
recovery fork guid changed but the LSN chain didn't
break because of transactional log backups.

Unable to ignore snl.bct.needed warnings if Block
Change Tracking is legitimately disabled on an Oracle
dSource.

Recovery of PDB should fail if the database is down
after offlining datafiles.

While deleting initiator in Windows environment
deletion operation, delete all the views as well for that
initiator.

VDB is auto disabled if the hook fails.

Reduced the size of support bundles.

When a PDB is selected for replication, its CDB and all
other PDBs in the parent CDB get automatically
selected for replication.

Going forward, in the above scenario, while the CDB
will get selected, its other PDBs will no longer get
selected.
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Bug number

DLPX-72031

DLPX-72066

DLPX-72083

DLPX-72131

DLPX-72265

DLPX-72340

DLPX-72386

DLPX-72452

DLPX-72495

DLPX-72686

DLPX-72730

DLPX-72790

DLPX-72862

DLPX-73300

Continuous Data - Continuous Data Home

Description

Fixed VDB refresh operations failures due to 'DB
STARTUP' background process spid greater than 50.

Migrate VDB verifies against the old configuration,
rather than new.

Fix an issue that causes a fully-qualified hostname to
be changed on upgrade from 5.3 to 6.0.

Added namespace support for HashiCorp password
vaults.

doCreateTempfiles.sh.template exits with code 0 on
failure.

Incomplete recovery not detected during provisioning.

Unlock Solaris x86 Solaris -> Linux x86 provisioning.

For clusters with long hostnames, vPDB sync fails with
exception.oracle.accessor.instances.missing.

Fixed a bug that prevents the application from coming
up after an upgrade

Delphix no longer logs environment variables in logs
on connected hosts since this could leak sensitive
information such as passwords that are sometimes
stored as environment variables on database hosts
such as for the ASE database.

Fixed a Snapsync performance issue.

SnapSync job fails with 'internal error during
execution' due to ORA-01652.

The scenario which was causing the null pointer has
been fixed now.

Validation of connection to a container for PDBs
should allow connecting to CDBSROOT.
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Bug number

DLPX-73311

DLPX-73449

Continuous Data - Continuous Data Home

Description
Added platform detection for ESX 7.0ul.

Replication of policies between two engines, in a loop,
could lead to OOM exceptions.

Fixes that take effect after an optional reboot

Bug number

DLPX-72990

DLPX-73067

DLPX-73069

DLPX-73070

Description

Addressed a minor CVSS 5.9 security issue with no
known attack vectors.

Fix for CVE-2020-10753.

Fix for CVE-2020-12059.

Fix for CVE-2020-1760.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-71924

DLPX-72918

DLPX-73147

Description

Fixed a bug that causes support bundle collection to
fail with an internal error.

Fixed a system crash that can happen when
replicating a masked VDB using SDD.

Fixed a bug that can cause a replication source to
crash if it had run replication while running on 5.0.
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Release 6.0.5.0 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-23360

DLPX-69155

DLPX-67316

DLPX-70766

DLPX-70785

DLPX-70741

DLPX-69865

DLPX-71233

DLPX-69800

DLPX-69807

DLPX-66585

Description

The unistallation of the Delphix Connector installer
should succeed even if one of the component
connector services doesn’t exist.

Reduced the time taken to generate support bundles
in some cases.

Recreating a controlfile against an Oracle source may
yield misleading error during snapshot.

JDBC driver updated to resolve intermittent JDBC
connection failures due to JDBC SSL bug.

Options passed to VDB mounts on target AIX hosts did
not include read and write size values. This fix adds
the rsize and wsize parameters to mount command
depending on the maximum values host is configured
to support.

Enabling Validated Sync while SAP ASE SnapSync job
is running leaves staging database unrecoverable.

Fixed a bug that causes a network interface to become
unconfigured if its MAC address changes.

If LogSync is suspended when performing SnapSync of
a standby database in real-time apply, SnapSync
attempts to backup the archived logs which can cause
SnapSync to become unresponsive.

UEM/Hostchecker directory ownership checks fail on
HPUX environment with long usernames.

Provided mechanism for the user to bypass corrupted/
incomplete jdbc libraries.

Bundle ID
"fault.environment.configuration.file.owner" reports
insufficient host address.

Release notes- 163



Bug number

DLPX-65739

DLPX-70973

DLPX-71532

DLPX-62987

DLPX-71593

DLPX-71751

DLPX-71736

DLPX-71772

DLPX-71513

DLPX-71305

DLPX-71172

DLPX-71178

DLPX-65101

Continuous Data - Continuous Data Home

Description

createDelphixDBUser.sh fails when "@" used in the
password.

SAP ASE database provisioning fails if the source
database has holes in log fragments.

Improved error handling for Oracle memory
configuration errors.

Allowed assigning privileges over replicated objects
through the UI.

TIMEFLOW_REPAIR incorrectly skips a log because of
"wrong database".

Added NFSv4 support on AlX for Oracle and SAP ASE.

Dynamically disable RPC services if NFSv3 is no longer
in use.

Network DSP Test between versions 5.3 and (6.0.3,
6.0.4) is fixed.

Replicate non-data objects like delphix engine users,
authorizations, roles, permissions, policies and DB
config templates.

Unable to load dummy recovery database dump due
to SAP ASE error 15728.

Enabling SAP ASE dump history causes
IllegalStateException in
getDumplListFromLastRestoreDateAndFiles due to
timestamp mismatch because of TZ.

SAP ASE internal error raised when dump history file is
purged using sp_dump_history.

Fixed a race condition between a DB_DELETE job and
the Oracle retention policy worker for the same
container that can lead to a deadlock between the job
and the worker.
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Bug number

DLPX-71918

DLPX-71141

DLPX-71611

DLPX-70349

DLPX-72038

DLPX-72148

DLPX-71971

DLPX-72115

DLPX-71995

Continuous Data - Continuous Data Home

Description

Fixed an issue that causes the Delphix Engine UUID to
change upon rebooting in IBM Cloud.

Fixed an issue where upgrading an Oracle dSource or
changing the environment userin a linked Oracle
dSource fails with the error "SOURCE_UPGRADE job
for xxx failed due to an internal error during
execution."

Updated Ul time zone library to IANA 2020a.

Fixed a memory leak during incremental replication.

Fixed an issue that prevents 5.3.x - 6.0.x upgrade if a
static route exists that goes over a DHCP interface.

Fixed a bug of always order hooks alphabetically
rather than the running order set by users.

Allowed Enable/Disable of VDB if its current Timeflow
has at least one snapshot.

Changed the Time Point field on a VDB back to
reflecting the point on the parent the VDB was created
from, but displayed in the timezone of the parent.

6.0.4.0 can no longer interact with 5.3.x remote
Masking Engines.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-70675

Description

Fixed a bug that causes the system to become
unresponsive after expanding multiple storage
devices.
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Release 6.0.4.2 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Bug number

DLPX-72155

DLPX-71141

Release 6.0.4.1 changes

Description

Fixed an issue that can render a Delphix Engine
unbootable if a reboot occurs after upgrade
verification but before the upgrade is applied.

Fixed an issue where upgrading an Oracle dSource or
changing the environment userin a linked Oracle
dSource fails with the error "SOURCE_UPGRADE job
for xxx failed due to an internal error during
execution."

Fixes that take effect immediately after upgrade

Bug number

DLPX-71930

Release 6.0.4.0 changes

Description

Fix a bug that causes feature flags to be disabled when
upgrading to 6.0.4.0.

Fixes that take effect immediately after upgrade

Bug number

DLPX-68173

DLPX-68773

DLPX-69573

DLPX-69634

Description

Resolved an issue where temporary database backup/
device files created for cleaning up the target
database were not being deleted.

The management stack runs out of memory as the
environment monitor does not purge stale objects.

Allow linking an Oracle PDB with a lowercase name.

Allow provisioning an Oracle PDB with a lowercase
name.
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Bug number

DLPX-69962

DLPX-66045

DLPX-7037

DLPX-68277

DLPX-70288

DLPX-70832

DLPX-68495

DLPX-70788

DLPX-58047

DLPX-67931

DLPX-59910

Continuous Data - Continuous Data Home

Description

After detaching a PDB, perform unplug/plug, and
attach again, if disabled is performed before
SnapSync, the PDB can no longer be enabled.

Prevent Self-Service Container branches getting into
an unusable state by blocking deleting the last
segment of branches.

Snapsync performs an unnecessary checkpoint.

Users will see the detailed error message upon
connection failure to Delphix connector during OS
user validation and there will also be a "More" button
with an error message which will open an error popup
with all error details.

On the "Add Environment" screen when OS user
validation will get fail, they will see the "More" button
along with the error message. When the user clicks the
button, an error popup opens with all details of the
error and suggested action.

NFSv4 support for appdata sources running on AlX.

Fixed GUI reporting conflict information when creating
a Retention Policy.

Added Environment User field for MSSQL sources in
Datasets -> Configuration -> Source tab -> Staging
Environment section.

Fixed bug where the sort sequence was incorrect.
Fixed in Hook Operation Templates.

Provision against VPDB after create/drop a new
tablespace failed with
exception.oracle.targetscripts.rename.datafiles.

Comps.xml associated with Oracle Homes are marked
as unparseable if they are longer than 65535
characters.
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Bug number

DLPX-55476

DLPX-71168

ORB-3285

DLPX-71006

DLPX-71334

ORB-3286

ORB-3117

Release 6.0.3.1 changes

Continuous Data - Continuous Data Home

Description

CLI provisioning fails when the mount point provided
includes quotes around the path.

Changed type to text and spaced "Secret Key" and
"Username Key".

Support using api.delphix.com asa proxy for

verifying the Cloud Agent binary's code signature
certificate.

Allow provisioning across patch versions for Oracle
versions on or after 18.X.

Migrate NTP configuration when upgrading between
5.3and 6.0.

Communication with Central management servers is
now routed through the web proxy when one is
configured for the Engine.

Summary: Increase an action's failure message size to
256 characters so users can view large failure
messages.

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-71339

Description

Fixed an issue that can cause the Virtualization
Management service to become inaccessible when the
system memory became highly fragmented.

Release notes- 168



Release 6.0.3.0 changes

Continuous Data - Continuous Data Home

Fixes that take effect immediately after upgrade

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-68995

DLPX-68997
DLPX-68999

DLPX-70697
DLPX-70703

DLPX-69953

DLPX-70512

Release 6.0.2.1 changes

Description

Improved performance of dataset deletion.

Improved single connection replication throughput.

Addressed an issue that causes long periods of I/O
unresponsiveness.

Fixed a bug that can cause a Windows iSCSl initiator to
fail to connect to the Delphix Engine.

Fix a hangin the 1/O subsystem that can cause the
Delphix Engine to become unresponsive.

Fixes that take effect immediately after upgrade

Bug number

DLPX-70065

DLPX-69350

Description

Provisioning a VDB from a dSource or another VDB will
fail if the following conditions are met:

+ Delphix Engine has at least one dSource and a
VDB created using a Python plugin prior to the
upgrade

+ Delphix Engine was upgraded to 6.0.2

+ Provisioning was attempted from the Ul after
the completion of the upgrade

Fixed an issue that the time point attribute of a VDB is
not shown.
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Continuous Data - Continuous Data Home

Fixes that take effect after an optional reboot (Activated after optional Reboot)

Bug number

DLPX-69864

Release 6.0.2.0 changes

Description

Fixed an issue that causes MSSQL operations to hang
after the reception of an iSCSI LUN reset.

Fixes that take effect immediately after upgrade

Bug number

DLPX-62806

DLPX-67567

DLPX-27807

DLPX-68385

DLPX-62782

DLPX-62738

DLPX-68722

DLPX-68579

DLPX-68689

Description

Fixed an issue where provision against PDB after
unplug/replug against the same linked PDB fails with
exception.oracle.targetscripts.controlfile.create.

Oracle Source Continuity creates an unnecessary
source-archive file system on zfs.

LogSync may fall behind when connected to an Oracle
physical standby database in Real-Time Apply mode.

Customer provided Oracle Java missing in the search
path for Java on hosts.

Reducing the number of nodes for RAC VDB and VDB in
NOARCHIVELOG mode may result in ORA-00258 errors
during VDB enable operation.

Better error message when plugins are uploaded out
of sequence.

The product now recognizes VMware with BIOS date of
12/12/2018 as VMware 6.7.0u2.

SnapSync of Oracle 19c DB with encrypted tablespace
fails with fatal exception "Block header 91 is not
empty".

Fixed the issue where a huge number of error
messages from ASE caused OutOfMemory Error.
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Bug number

DLPX-68957

DLPX-63088

DLPX-47977

DLPX-64125

DLPX-62584

DLPX-68657

DLPX-69121

DLPX-68167

DLPX-69082

DLPX-58600

DLPX-65896

DLPX-57903

DLPX-68878

DLPX-69271

Continuous Data - Continuous Data Home

Description

Always On AG discovery will not fail in a multi-subnet
environment.

Can now recover multiple Self-Service containers at
the same time.

Improved handling of snapshot standby.

SnapSync failed with
exception.oracle.dsource.sync.no_hosts.rac on RAC
clusters with very long hostnames.

PDB enable failed after migration if mountBase has a
trailing slash.

Virtualization can now fetch jobs from Masking
engines configured with HTTP redirection.

Itis no longer mandatory to have at least one enabled
system administrator with local credentials.

Fixed an issue where too many requests were being
sent for Faults from the Datasets pages.

Large stderr produced by failed rsync jobs are
truncated to prevent Java OutOfMemory errors.

Datasets filter updated so that all items within a group
that matches the filter string are displayed, even if the
items contained in the group do not match the filter
string.

VDB deletion failed due to the inability to delete
LogSync worker.

Improved diagnosability of PDB discovery issues.

Fixed issue where start/stop buttons were not being
displayed in the RAC instances configuration table.

Enabled replication smart failover by default.
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Bug number

DLPX-66715

DLPX-68929

DLPX-68930

DLPX-69245

DLPX-69377

DLPX-68575

DLPX-68528

Continuous Data - Continuous Data Home

Description

The user-visible name for Oracle cluster objects is
being replaced with the Oracle cluster name. For
Windows clusters, the user-visible name is being
replaced with the cluster address.

Changed default replication settings for better out of
the box performance.

Improved replication throughput when sending
multiple timeflows.

Fixed a memory leak that occurs when experiencing
connectivity errors.

At least one non LDAP system user should be enabled
when the LDAP server is being disabled.

LDAP principal fields were not being redacted in
phone-home bundles.

Self Service Recover operation failed due to missing
Timeflow.

Fixes that take effect after an optional reboot

Bug number

DLPX-66808

Release 6.0.1.1 changes

Description

Re-introduced console splash screen with IP address
and service states.

Fixes that take effect after an optional reboot (Optional on Reboot)

Bug number

DLPX-69203

Description

Improved synchronous write performance over iSCSI.
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Bug number

DLPX-69167

DLPX-69298

Release 6.0.1.0 changes

Continuous Data - Continuous Data Home

Description

Improved SQL Server data ingestion performance by
leveraging asynchronous writes on underlying
storage.

Eliminated possible data corruption on SQL server and
vFiles over iSCSI that can occur when a Delphix Engine
reboots.

Fixes that take effect immediately after upgrade

Bug number

DLPX-60689

DLPX-65831

DLPX-63949

DLPX-66261

DLPX-66486

DLPX-66558

DLPX-66804

DLPX-66768

Description

For SAP ASE, instead of using the DBCC CHECKALLOC
command to fix DBID mismatch issue, the MOUNT
command with FIXDBID and ALLOW_DBID_MISMATCH
clauses will be used, to improve performance.

VDB snapshots need to clean unneeded ZFS datafiles.

Improved boot time after 5.3 to 6.0 migration by
optimizing metadata indexing.

Upgrades to 6.0.0.0 will only be supported from a
release greater than or equal to 5.3.6.0.

Snapshot of a linked database can end up with extra
datafiles that do not belong to the database which
might cause VDB on VDB provision to fail during
rename of datafiles.

Cluster environment discovery was incomplete if the
host locale was not English.

DB_LINK using incorrect user when RAC node also
configured as a standalone environment.

vPDB save state lead to rollback or child provisioning
failures.
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Bug number

DLPX-66823

DLPX-64538

DLPX-66809

DLPX-67279

DLPX-67451

DLPX-67454

DLPX-66077

DLPX-45983

DLPX-67560

DLPX-67594

LX-2020

DLPX-67413

DLPX-67684

Continuous Data - Continuous Data Home

Description

Unable to link database with CLBMSWIN1251 charset.

Fixed a bug causing the timezone selector to only be
visible when manually setting the time.

Removed the Windows Diagnostics Files and
Directories on successful Diagnostics upload.

Provision failed when the source was from a RAC
Oracle Standard Edition database and the target was
Oracle Standard Edition.

Fixed an issue that sporadically caused replication to
fail with an internal error.

Delphix Engine should select the highest version ojdbc
driver available at ORACLE_HOME/ojdbc/lib.

Ensures child worker threads are gracefully exited
when parent linked source sync job has completed/
terminated.

MSSQL Validated sync will resume when storage usage
falls below the threshold if storage threshold
enforcement failed in the past.

Fixed an issue where MT provision may result in
ORA-02058 due to un-purged or inflight 2PC
transactions on dSource.

Old timeflows and snapshots are not getting removed
by snapshot retention.

Report the correct amount of memory allocated to
EC2 Nitro instances.

Fixed an issue where VDB point in time provisioning
might fail if Oracle database environment is
configured in a non-English locale.

PDB provisioning failed if the source had shutdown
triggers.
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Bug number

DLPX-67575

DLPX-67668

DLPX-67759

DLPX-64638

DLPX-65559

DLPX-56537

DLPX-67894

DLPX-67813

DLPX-67925

DLPX-67934

Continuous Data - Continuous Data Home

Description

Fixed failure during point in time 'Virtual to Physical'
provisioning.

After setting the database online give it some extra
time to startup completely, before doing any further
operation on it.

Redact sensitive information from phone-home data.

Validated sync stops working if Delphix cannot
connect to the backup server.

Even when the staging instance is down, attempt
counter to detect backup files keeps on increasing and
eventually, it stops detecting backups.

When a target host is used by a large number of
dSources for staging or has a large number of objects,
the performance of Delphix operations like validated
sync, refresh, rewind, etc can be slow due to
Powershell processes being serialized.

Removing cluster resource without removing its
dependency can result in cluster failure. So, added
retryer logic while fetching the resource dependencies
(Get-ClusterResourceDependency) and ultimately fail
the operation after all the retries.

Unsupported SQL server backup type gets picked
while validated sync and the operation fails while
looking for the backup. So, introduced a tunable filter
to automatically skip SQL backups taken by backup
software not supported by yet Delphix.

Added env host connectivity toolkit support for SLES
on Power9.

Retries to fetch image identifiers during Netbackup
restore if there is a mismatch between MSDB and
Netbackup Master.
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Bug number

DLPX-67655

LX-1944

DLPX-68022

DLPX-68124

DLPX-68126

DLPX-67421

DLPX-67440

DLPX-61818

DLPX-68117

DLPX-67290

DLPX-66238

Continuous Data - Continuous Data Home

Description

Fixed an issue where retention enforcement can
generate user-visible errors while attempting to delete
snapshots with dependencies after PDB migration to
new CDB.

EBS NVMe devices can now be used in Delphix
Engines.

Fixed an issue where hostchecker 'Check Oracle DB
Instance' fails on HPUX and AlIX.

PDBs with lower/mixed case names will not enable
after an upgrade.

Fixed a bug that limits the number of disks that can be
added in GCP.

Update the primary db file names in a transaction with
the Timeflow creation to make sure whenever a
Timeflow is created successfully we have its primary
file information.

Skip VDBs having its current Timeflow as null from
'PrimaryDbFileAvailabilityCheck' as these VDBs
doesn't undergo queisceing and are recoverable by
refreshing them.

Linking wizard - Target Environment step - Privileged
Credentials authenticates on the selected target now.

Some non-Admin users, lack all permissions, are
unable to login to upgraded engine.

A wrong version input by user while manually adding a
SQL Server instance, created issues in provisioning
VDBs. SQL Server version will now be auto-discovered
for manually added instances on adding or refreshing
the environment.

Updated error message to let know user that non
discovered CDBs are filtered out from the list when
linking a detached source.
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Bug number

DLPX-68457

DLPX-68484

DLPX-68500

DLPX-68290

DLPX-67792

DLPX-67555

Continuous Data - Continuous Data Home

Description

When a target host is used by a large number of
dSources for staging or has a large number of objects,
the performance of Delphix operations like validated
sync, refresh, rewind, etc can be slow due to
Powershell processes being serialized.

Fixed the issue where 'lstart' column value of
sysusages table was beyond the range of Integer data
type by taking the Long data type to store the Istart
value.

Fixed an issue where the NTP service is not started
following a reboot.

Support bundle generation can be time-consuming if
the engine has a large number of snapshots to
process.

Fixed issue in grids in which the selection checkbox
was unclickable.

Provision vPDB/vCDB fails with ORA-45900 if the
parameter enable_pluggable_database is omitted
when specifying database parameters for new vCDB.

Fixes that take effect after an optional reboot

Bug number

DLPX-67782

DLPX-67961

DLPX-65948

DLPX-68025

Description

Engines running 5.3 on EC2 i3 can now be migrated to
6.0.

Fixed an issue that prevents ssh access after switching
to a static IP address.

Fixed a bug that could cause replication jobs to fail
with internal errors

Improved boot time after 5.3 to 6.0 upgrade by
reducing the overhead of setting ZFS properties.
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Bug number Description

DLPX-67868 Fixed a bug that can cause the management service to
run out of memory when disabling the Splunk
integration.

Release 6.0.0.0 changes

Fixes that take effect immediately after upgrade

Bug Numer Description

DLPX-27433 The analytics GUI network graph shows newly added
NIC information without requiring a management
service restart.

DLPX-33998 If you add a hook script via the CLI, newlines are
removed erroneously.

DLPX-40094 Correctly set the default type for the parameters to all
operations in the CLI according to the container type.

DLPX-43215 Exclude sybsecurity from the list of auto-discovered
databases.

DLPX-48712 Java 6 packages are no longer included in the product
image.

DLPX-48280 When a user is set with the Provisioner role the

'provision' button does not appear, meaning anyone
set with this role only is unable to provision VDBs.

DLPX-53996 The Delphix Engine does not provide instructions to
browsers to avoid caching HTTP responses (pages).

DLPX-54740 Ensure Windows mount points are always unmounted
as part VDB refreshes to prevent future VDB refreshes
from failing due to "ERROR_ASSIGN_MOUNTPATH:
failed to assign mount path for disk at="">>,
error="">>
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Bug Numer

DLPX-55282

DLPX-55598

DLPX-55829

DLPX-55958

DLPX-57454

DLPX-58519

DLPX-58760

DLPX-58845

DLPX-59772

DLPX-60356

DLPX-60603

Continuous Data - Continuous Data Home

Description

In environments where the vPDB has been provisioned
using a Delphix provisioned virtual CDB, shutting
down the virtual PDB causes it to get into an incorrect
"Cannot monitor" state, this has now been fixed to
show the correct "Stopped" state.

Fixed an issue where vPDB refresh/rollback triggers
spurious vCDB restart jobs, after vPDB+vCDB auto-
restart.

Validated Sync can fail when monitoring ASE backup
servers started by using the $DSLISTEN environment
variable instead of the "-S" argument. This can be
worked around by accessing SDSLISTEN in the
RUN_xxxxx script and pass it down as -S.

VDBs with no snapshots failed to re-enable after a
Delphix Engine upgrade, this has now been fixed.

Display underlying ssh error when environment host
connections fail.

Enable Oracle LiveSource when LiveSourceis in
RESYNC_NEEDED state currently re-start Oracle Redo
Apply. Oracle Redo Apply should not be restarted in
this state.

Fixed a TCP port leak in the network throughput test
feature.

Provisioning vFiles to the same host using different OS
Environment Users no longer fails.

The API to list all snapshots consumes a significant
amount of memory when there are more than 100,000
snapshots on the engine.

Fixed an issue where Oracle remote listener
registration fails if set to empty string.

Network settings dialog now displays actual MTU
value rather than a checkbox.
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Bug Numer

DLPX-60907

DLPX-60979

DLPX-60993

DLPX-62094

DLPX-62241

DLPX-62781

DLPX-62892

DLPX-62962

DLPX-62998

DLPX-63469

Continuous Data - Continuous Data Home

Description

Fixed an issue where the Environment Monitor on
Redhat 6.9 and 6.10 might throw unidentified version
errors.

When user configures connection strings manually,
these connect strings can end up connecting to
incorrect PDBs/CDBs causing invalid snapshots. Verify
that each connection to a PDB/CDB connects to the
expected PDB/CDB.

Delphix backups create controlfile records; in rare
circumstances, these records can cause invalid
snapshots. To avoid this problem, remove Delphix
backups control file records when using SCN-based
SnapSyncs once a SnapSync completes successfully.

Allow certificates to expire after issuer certificate
expiration.

Reduce SSH connections by temporarily preserving
and reusing existing Delphix<->host connections
where possible.

Spurious job event
"DISCOVERED_TO_MANUAL_ORACLE_CLUSTER_NOD
ES" no longer shows up for non-Oracle RAC
environment refreshes.

In Oracle versions 18c and 19c, an Oracle bug can
prevent the datafile headers from being updated for a
standby database when managed recovery is running,
resulting in failed SnapSync operations. Alert the user
that an Oracle patch might be needed.

Removed unneeded EMPTY_RENEGOTIATION cipher

Fixed an issue where stale file mounts may be leftover
when vPDB provision fails.

Initial setup now fails if the system was not
provisioned with enough storage.

Release notes- 180



Bug Numer

DLPX-63600

DLPX-64641

DLPX-64711

DLPX-66020

DLPX-67299

Continuous Data - Continuous Data Home

Description

Network settings dialog now displays actual MTU
value rather than a checkbox.

Fixed an issue where the last snapshot of a vPDB
Timeflow can be deleted after the vPDB has been
disabled, thus leaving the vPDB in a state with no
provisionable snapshots.

Allow provisioning to complete when source CDB
includes PDBs in a broken state.

Provision should remove files present in datafile
filesystem that are not part of the database when
provisioning a VDB from a VDB.

ASE environment discovery will not fail if there is a
mismatch of "dataserver name argument" and value
of "@@servername".

Fixes that take effect after an optional reboot

Bug number

DLPX-57384

Description

Fixed a system hang caused by a deadlock in ZFS.

Fixes that take effect after an optional reboot

Bug number

DLPX-57384

Description

Fixed a system hang caused by a deadlock in ZFS.
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Continuous Data - Continuous Data Home

Known issues

Version 15.0.0.0

Key Summary Workaround

DLPX-56944  In Solaris 5.11 Environments where the Contact Delphix Support for corrective actions.
Delphix OS user shellis setto csh , host

parameters may be improperly parsed,
leading to Environment refresh and other job
failures.

DLPX-56978  Certain usernames are not available for use,as  None
they are reserved system words (e.g. "root",
"postgres", "delphix").

DLPX-56979  LDAP server test fails if authenticationissetto ~ None
DIGEST-MD5, but setup still works correctly.

DLPX-57142  The Job dashboard does not display the user None
that invoked each Job.

DLPX-57412  CLI parameters must be used exactly as None
described in documentation, including
spelling and capitalization, or they are
ignored.

DLPX-57673  Support bundle generation can be time None
consuming if the Engine has a large number of
core files to process.

DLPX-57823  Changing the Continuous Compliance Engine None
used by a VDB's masking job can lead to an
internal error.

DLPX-58185  Changing a Custom Policy while it is running None
on an object can cause the Policy execution to
fail.

DLPX-59473  Itis not possible to set a password policy that None
prevents an Administrator from re-using a
previous password, though this can be set for
other users.
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Key

DLPX-66155

DLPX-66860

DLPX-77849

DLPX-77986

DLPX-78589

DLPX-80193

DLPX-81300

Summary

Restarting a Delphix Engine during a network
throughput test is not recommended as it may
lead to a system hang.

For SSO/SAML, ADFS requires an explicit rule
to transform the emailAddress attribute into

nameid .

An excessive number of connections to the
SQL Server instance can cause infrastructure
issues, leading the LSASS.exe to crash and the
host to reboot.

On a Sybase host with multiple Sybase
instances, if access to the first instance picked
up for discovery fails due to invalid
credentials, the discovery job will exit
immediately preventing discovery of the
remaining instances.

During the upgrade, when Delphix was trying
to run the ASE "UNMOUNT" command while
trying to quiesce VDBs, UNMOUNT command
got hung as this command doesn't run under a
timeout (and due to this upgrade job stalled).

Vague error message appears in a case where
provisioning fails due to a database being in
read-only mode.

Windows Environment Add/Refresh
operations may fail if the iSCSI Initiator Name
isnot avalid IQN

Continuous Data - Continuous Data Home

Workaround

None

Create an explicit rule in ADFS that transforms
the emailAddress attribute intoa name-id .

The rule type must be "Transform an incoming
claim". The incoming claim type must be
"Email address" and the outgoing claim type
"Name ID". The nameid format must be "Email
address".

Rather than using a Windows domain user for
authentication, switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

Fix any credential failures.

When the ASE UNMOUNT command is hung,
the ASE instance must be restarted.

Change source database to read-write, create
a backup and sync to the dSource, and
provision the VDB.

Set initiator name to a valid name, e.g.:
ign.1991-05.com.microsoft:10-43-
47-42.qa-ad.delphix.com.The

"Default" button can also be selected in the
Windows iSCSI configuration to reset to the
default (valid) name.
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Key

DLPX-81478

DLPX-81559

DLPX-83643

DLPX-84075

DLPX-84253

DLPX-84598

DLPX-84710

DLPX-86181

Summary

If a transaction log is taken using the
standby_access option for a SAP ASE

database, the validated sync worker will not
be able to restore that log, and will fail with
Delphix fatal exception (as Delphix currently
does not support this option).

After upgrading an Oracle VDB from 12c to 19c,
VDB refresh fails with "Failed to mount
database instance" due to ORA-01130 or
ORA-00201 errors.

After engine upgrade or after disable and
enable of a vPDB, the NFS version in the GUI/
APl may beincorrect ifitis a vPDB in a vCDB, it
was mounted with NFSv3 and now the host
supports NFSv4 mounts. This condition
corrects itself on the next refresh operation.

SQL Server VDB Refresh operations may fail if
the PowerShell command

[I0.Path]::GetTempFileName()
returns no value.

Users should be able to delete Delphix-
generated CA certificate if no dependencies
exist.

A sysadmin user cannot view actions initiated
by a different sysadmin user.

Improved handling of missing networking
devices after instance type migration.

Provision, refresh, rewind, or start operations
on avirtual database on a Solaris host with
NFSv4 enabled may become stuck indefinitely
due to mount process getting stuck on the
Solaris NFS client.

Continuous Data - Continuous Data Home

Workaround

Change the backup script creating transaction
logs to Ingest FULL backups.

Update the VDB parameters (either directly or
via a VDB Config Template). See this
knowledge base article.

Perform a vPDB refresh operation to update
the NFS protocol version to 4.

Go to the following temp directory and delete
all thefiles fromit: C:

\Window\ServiceProfiles\NetworksS

ervice\appdata\local\temp

Users may mark the fault Ignored, but will
need to be aware the CA certificate will still
appear in Truststore.

None

None

Switch the NFS protocol to v3 using the
Delphix Engine CLI, manually terminate the
stuck mount processes on the Solaris host
and re-attempt the failed Delphix operation.
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Key

DLPX-87213

DLPX-87320

DLPX-87702

Summary

When relocating multiple terabytes of data
either via block to object storage migration or
device removal, management of the Engine
can become unresponsive for a lengthy period
of time (e.g. 30+ mins), dependent on the
dataset size and workload.

Exporting a VDB or vPDB to ASM will fail with
ORA-32771 when the database has a bigfile
temporary tablespace.

Provisioning an Oracle VDB/vPDB fails with
"ORA-03214: File Size specified is smaller than
minimum required" when tempfiles have a
non-default local uniform size.

Version 14.0.0.0

Key

DLPX-56944

DLPX-56978

DLPX-56979

DLPX-57142

Summary

In Solaris 5.11 environments where Delphix OS
user shellissetto csh , host parameters may

be improperly parsed, leading to environment
refresh and other job failures.

Certain usernames are not available for use, as
they are reserved system words (e.g. "root",
"postgres", "delphix").

LDAP server test fails if authentication is set to
DIGEST-MD5, but setup still works correctly.

The Job dashboard does not display the user
that invoked each Job.

Continuous Data - Continuous Data Home

Workaround

None, the data relocation and concurrent |10
workloads will continue in the background. If
the Engine cannot be accessed after one hour,
contact Delphix Support for corrective actions.

If using the move-to—asm script, use an

older version of script from Delphix Engine
v6.0.15.0 or earlier.

No workaround if attempting to export a VDB
or vPDB to a physical ASM or Exadata database
when the database has a bigfile temporary
tablespace using the database export CLI.

Recreate temp files in the source database
with size smaller than 50MB and take a new
snapshot.

Workaroound

Contact Delphix Support for corrective actions.

None

None

None
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Key

DLPX-57412

DLPX-57673

DLPX-57823

DLPX-58185

DLPX-58226

DLPX-59473

DLPX-66155

DLPX-66860

DLPX-77849

Summary

CLI parameters must be used exactly as
described in documentation, including
spelling and capitalization, or they are
ignored.

Support bundle generation can be time
consuming if the engine has a large number of
core files to process.

Changing the Compliance Engine used by a
VDB's masking job can lead to an internal
error.

Changing a Custom Policy while it is running
on an object can cause the Policy execution to
fail.

Completed cleanup jobs may still show as
running, even after an upgrade.

Itis not possible to set a password policy that
prevents an administrator from re-using a
previous password, though this can be set for
other users.

Restarting a Delphix Engine during a network
throughput test is not recommended as it may
lead to a system hang.

For SSO/SAML, ADFS requires explicit rule to
transform emailAddress attributeinto

name-id .

An excessive number of connections to the
SQL Server instance can cause infrastructure
issues, leading the LSASS.exe to crash and the
host to reboot.

Continuous Data - Continuous Data Home

Workaroound

None

None

None

None

None

None

None

Create an explicit rule in ADFS that transforms
the emailAddress attribute into

a nameid . The rule type must be "Transform
an incoming claim". The incoming claim type
must be "Email address" and the outgoing
claim type "Name ID". The nameid format
must be "Email address".

Rather than using a Windows domain user for
authentication, switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.
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Key

DLPX-77986

DLPX-78589

DLPX-80193

DLPX-81300

DLPX-81478

DLPX-81559

DLPX-83643

Summary

On a sybase host with multiple Sybase
instances, If access to the first instance picked
up for discovery fails due to invalid
credentials, the discovery job will exit
immediately preventing discovery of the
remaining instances.

During the upgrade, when Delphix was trying
to run the ASE "UNMOUNT" command while
trying to quiesce VDBs, UNMOUNT command
got hung as this command does not run under
a timeout and due to this, the upgrade job
stalled.

Avague error message appears in a case
where provisioning fails due to a database
being in read-only mode.

Windows Environment Add/Refresh
operations may fail if the iSCSI Initiator Name
is not a valid IQN.

If a transaction log is taken using the
standby_access option fora SAP ASE

database, the validated sync worker will not
be able to restore that log, and will fail with
Delphix fatal exception (as Delphix currently
does not support this option).

After upgrading an Oracle VDB from 12c to 19c,
VDB refresh fails with "Failed to mount
database instance" due to ORA-01130 or
ORA-00201 errors.

After engine upgrade or after disable and
enable of vPDB, NFS version in GUI/API may be
incorrect; for avPDB in a vCDB, it was
mounted with NFSv3 and now the host
supports NFSv4 mounts. This condition
corrects itself on the next refresh operation.

Continuous Data - Continuous Data Home

Workaroound

Fix any credential failures.

When the ASE UNMOUNT command is hung,
the ASE instance must be restarted.

Change source database to read-write, create
a backup and sync to the dSource and
provision VDB.

Set the initiator name to a valid name, e.g.
iqn.1991-05.com.microsoft:10-43-47-42.qa-
ad.delphix.com.

The “Default” button can also be selected in
Windows iSCSI configuration to reset to the
default (valid) name.

Change the backup script creating transaction
logs to Ingest FULL backups.

Update the VDB parameters (either directly or
via a VDB Config Template). See this
knowledge base article.

Perform a vPDB refresh operation to update
the NFS protocol version to 4.
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Key

DLPX-84075

DLPX-84253

DLPX-84598

DLPX-84710

DLPX-86181

DLPX-86894

DLPX-87320

Summary

SQL Server VDB Refresh operations may fail if
the PowerShell command

[I0.Path]::GetTempFileName()
returns no value.

Users should be able to delete Delphix-
generated CA certificate if no dependencies
exist.

A sysadmin user cannot view actions initiated
by a different sysadmin user.

Improved handling of missing networking

devices after instance type migration required.

Provision, refresh, rewind, or start operations
on avirtual database on a Solaris host with
NFSv4 enabled may become stuck indefinitely
due to mount process getting stuck on the
Solaris NFS client.

After a canceled refresh operation, VDB refresh
or delete may fail due to error code

exception.oracle.vdb.no.virtual

.datafiles. found .Asaworkaround,
disable the VDB and try the operation again.

Exporting a VDB or vPDB to ASM fails with
"ORA-32771: cannot add file to bigfile
tablespace" when the database has a bigfile
temporary tablespace

Version 13.0.0.0

Key

Summary

Continuous Data - Continuous Data Home

Workaroound

Go to the temp directory below and delete all
files from it:

f:
\Window\ServiceProfiles\NetworkS
ervice\appdata\local\temp

Mark related faults as Ignored, but note that
the CA certificate will still appear in Truststore.

None

None

Switch the NFS protocol to v3 using the
Delphix engine CLI, manually terminate the
stuck mount processes on the Solaris host and
re-attempt the failed Delphix operation.

Disable the VDB and re-attempt the failed
operation.

If using the move—to—-asm script, use an
older version of script from Delphix engine
v6.0.15.0 or earlier.

No workaround if attempting to export a VDB
or vPDB to a physical ASM or Exadata database
usingthe database export CLI.

Workaround
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DLPX-56944

DLPX-56978

DLPX-56979

DLPX-57142

DLPX-57412

DLPX-57673

DLPX-57823

DLPX-58185

DLPX-58226

DLPX-59473

DLPX-66155

In Solaris 5.11 environments where the Delphix
OS user shellis set to csh , host parameters

may be improperly parsed, leading to
‘environment refresh’ and other job failures.

Certain usernames are not available for use, as
they are reserved system words (e.g. "root",
"postgres", "delphix").

LDAP server test fails if authentication is set to
DIGEST-MD5, but setup still works correctly.

The Job dashboard does not display the user
that invoked each job.

CLI parameters must be used exactly as
described in documentation, including spelling
and capitalization, or they are ignored.

Support bundle generation can be time
consuming if the engine has a large number of
core files to process.

Changing the Compliance engine used by a
VDB's masking job can lead to an internal
error.

Changing a Custom Policy while it is running
on an object can cause the Policy execution to
fail.

Completed cleanup jobs may still show as
running, even after an upgrade.

Itis not possible to set a password policy that
prevents an Administrator from re-using a
previous password, though this can be set for
other users.

Restarting a Delphix Engine during a network
throughput test is not recommended, as it may
lead to a system hang.

Continuous Data - Continuous Data Home

Contact Delphix Support for corrective actions.

None

None

None

None

None

None

None

None

None

None
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DLPX-66860

DLPX-77849

DLPX-77986

DLPX-78589

DLPX-80193

DLPX-81300

DLPX-81478

For SSO/SAML, ADFS requires an explicit rule to
transform the emailAddress attribute into
nameid.

An excessive number of connections to the SQL
Server instance can cause infrastructure
issues, leading the LSASS.exe to crash and the
host to reboot.

On a Sybase host with multiple Sybase
instances, if access to the first instance picked
up for discovery fails due to invalid credentials,
the discovery job will exitimmediately
(preventing discovery of the remaining
instances).

During an upgrade, when Delphix tried to run
the ASE "UNMOUNT" command, while trying to
quiesce VDBs, the UNMOUNT command got
hung (as this command doesn't run under a
timeout); due to this, the upgrade job stalled.

Vague error message appears in a case where
provisioning fails due to a database beingin
read-only mode.

Windows Environment Add/Refresh operations
may fail if the iSCSI Initiator Name is not a valid

IQN.

If a transaction log is taken using the

standby_access option foran SAP ASE
database, the validated sync worker will not be
able to restore that log and will fail with a

Delphix fatal exception (as Delphix currently
does not support this option).

Continuous Data - Continuous Data Home

Create an explicit rule in ADFS that transforms
the emailAddress attribute into a nameid. The
rule type must be "Transform an incoming
claim". The incoming claim type must be
"Email address" and the outgoing claim type is
"Name ID". The nameid format must be "Email
address".

Rather than using a Windows domain user for
authentication, switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.exe.

Fix any credential failures.

When the ASE UNMOUNT command is hung,
the ASE instance must be restarted.

Change source the database to read-write,
create a backup, sync to the dSource, and
provision VDB.

Set the initiator name to a valid name, eg:
iqn.1991-05.com.microsoft:10-43-47-42.qa-
ad.delphix.com. The “Default” button can also
be selected in the Windows iSCSI configuration
to reset to the default (valid) name.

Change the backup script creating transaction
logs to ingest FULL backups.
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DLPX-81559

DLPX-83643

DLPX-84075

DLPX-84253

DLPX-84598

DLPX-84710

DLPX-85770

DLPX-86181

DLPX-87006

After upgrading an Oracle VDB from 12c to 19c,
a VDB refresh fails with, "Failed to mount
database instance" due to ORA-01130 or
ORA-00201 errors.

After engine upgrade or after disable and
enable of a vPDB, the NFS version in the GUI/
APl may be incorrect if it's a vPDB in a vCDB;
this means it was mounted with NFSv3, and
now the host supports NFSv4 mounts. This
condition corrects itself on the next refresh
operation.

SQL Server VDB Refresh operations may fail if
the PowerShell command

[I0.Path]::GetTempFileName()
returns no value.

Unable to delete Delphix-generated CA
certificate if no dependencies exist.

A sysadmin user cannot view actions initiated
by a different sysadmin user.

Improved handling of missing networking
devices after instance type migration required.

If a Oracle VDB/vPDB is already enabled, a Self-
Service container start operation or the

VDB/vPDB enable operation may fail with
exception.oracle.vdb.database.ex
ists.enable.not.allowed/
exception.oracle.vdb.pdb.exists.

enable.not.allowed .

Provision, refresh, rewind or start operations
on avirtual database on a Solaris host with
NFSv4 enabled may become stuck indefinitely
due to the mount process getting stuck on the
Solaris NFS client.

Refresh operation fails for the self service
containers having ordered sources.

Continuous Data - Continuous Data Home

Update the VDB parameters (either directly or
via a VDB Config Template). See this
knowledge base article.

Perform a vPDB refresh operation to update
the NFS protocol version to 4.

Go to the following temp directory and delete
all the files fromit: C:

\Window\ServiceProfiles\NetworkS

ervice\appdata\local\temp

Mark the fault Ignored, but the CA certificate
will still appear in Truststore.

None

None

Retry the failed VDB/vPDB start or self-service
container start operation, it should succeed
without any error.

Switch the NFS protocol to v3 using the
Delphix engine CLI, manually terminate the
stuck mount processes on the Solaris host and
re-attempt the failed Delphix operation.

None. Contact Delphix support for corrective
actions.
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Version 12.0.0.0

Key Summary Workaround
DLPX-5694  In Solaris 5.11 environments where the Contact Delphix Support for corrective actions.
4 Delphix OS user shell is set to csh, host

parameters may be improperly parsed,
leading to environment refresh and other job

failures.
DLPX-5697 Certain usernames are not available for use, None
8 as they are reserved system words (e.g. "root",

"postgres", "delphix").

DLPX-5697 LDAP server test fails if authenticationissetto  None
9 DIGEST-MD5, but setup still works correctly.

DLPX-5714  The Job dashboard does not display the user None

2 that invoked each Job.
DLPX-5741  CLI parameters must be used exactly as None
2 described in documentation, including

spelling and capitalization, or they are

ignored.
DLPX-5767  Support bundle generation can be time None
3 consuming if the engine has a large number of

core files to process.

DLPX-5782  Changingthe masking engine used by aVDB's ~ None
3 masking job can lead to an internal error.

DLPX-5818  Changinga Custom Policy while itis running None

5 on an object can cause the Policy execution to

fail.
DLPX-5822 A completed Cleanup Job, after upgrade, still None
6 shows as "running".

DLPX-5947  Itis not possible to set a password policy that ~ None
3 prevents an Administrator from re-using a

previous password, though this can be set for

other users.
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Key

DLPX-6615
5

DLPX-6686
0

DLPX-7784
9

DLPX-7798
6

DLPX-7858
9

DLPX-8019
3

DLPX-8092
0

Summary

Restarting a Delphix Engine during a network
throughput test is not recommended, as it
may lead to a system hang.

For SSO/SAML, ADFS requires explicit rule to
transform emailAddress attribute into
nameid.

An excessive number of connections to SQL
Server Instances causes infrastructure issues
and leads LSASS.exe to crash, and host to
reboot.

On a sybase host with multiple Sybase
instances, If access to the first instance picked
up for discovery fails due to invalid
credentials, the discovery job will exit
immediately preventing discovery of the
remaining instances.

During the upgrade, when Delphix was trying
to run the ASE "UNMOUNT" command while
trying to quiesce VDBs, the UNMOUNT
command gets hung (as this command
doesn't run under a timeout and due to this,
the upgrade job stalled).

Provide a proper error message in case
provisioning fails due to database being in
read-only mode.

A failed Delphix Engine upgrade can cause
plugin operations to fail with "grpc_status
14"

Continuous Data - Continuous Data Home

Workaround

None

Create an explicit rule in ADFS that transforms
the emailAddress attribute into a nameid. The
rule type must be "Transform an incoming
claim". The incoming claim type must be "Email
address" and the outgoing claim type is "Name
ID". The nameid format must be "Email
address".

Rather than using a Windows domain user for
authentication, switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Delphix is establishing for each dSource
better than Windows LSASS.EXE.

Fix any credential failures

When the ASE UNMOUNT command is hung, the
ASE instance must be restarted.

Change source database to read-write, create a
backup and sync to the dSource, and provision
VDB.

Verify the upgrade and then apply the upgrade.
If the issue occurs after a failed upgrade,
restarting the management stack will resolve
theissue.
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Key

DLPX-8130
0

DLPX-8147
8

DLPX-8155
9

DLPX-8364
3

DLPX-8407
5

DLPX-8425
3

DLPX-8459
8

DLPX-8471
0

DLPX-8546
9

Summary

Windows environment Add/Refresh
operations may fail if the iSCSI Initiator Name
is not avalid IQN.

If a transaction log is taken using the
standby_access option for a SAP ASE
database, the validated sync worker will not
be able to restore that log, and will fail with
Delphix fatal exception (as Delphix currently
does not support this option).

After upgrading an Oracle VDB from 12c to
19¢, VDB refresh fails with "Failed to mount
database instance", due to ORA-01130 or
ORA-00201 errors.

After an engine upgrade or after the disable/
enable of a vPDB, the NFS version in the GUI/
APl may be incorrect if it's a vPDB in a vCDB or
it was mounted with NFSv3 (and now the host
supports NFSv4 mounts). This condition
corrects itself on the next refresh operation.

SQL Server VDB Refresh operations may fail if
the PowerShell command
[10.Path]::GetTempFileName() returns no
value.

Users should be able to delete the Delphix-
generated CA certificate, if no dependencies
exist.

Sysadmin users cannot view actions initiated
by different sysadmin users.

Improved handling of missing networking
devices after instance type migration.

JSON file masking does not support the use of
a multi-column algorithm on (a) Fields in two
or more different arrays (b) Fields at different
levels in a single multi-dimensional array.

Continuous Data - Continuous Data Home

Workaround

Set initiator name to a valid name, eg:
iqn.1991-05.com.microsoft:10-43-47-42.qa-
ad.delphix.com The “Default” button can also
be selected in the windows iSCSI configuration
to reset to the default (valid) name.

Change the backup script creating transaction
logs to ingest FULL backups.

Update the VDB parameters (either directly or
via a VDB Config Template). See this knowledge
base article.

Perform a vPDB refresh operation to update the
NFS protocol version to 4.

Go to the below mentioned temp directory, and
delete all the files fromit: C:
\Window\ServiceProfiles\NetworkService\appd
ata\local\temp.

Users may mark the fault Ignored, but will need
to be aware the CA certificate will still appear in
Truststore.

None

None

None
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Key

DLPX-8577
0

DLPX-8610
9

DLPX-8618
1

DLPX-8634
4

DLPX-8684
2

DLPX-8700
6

Summary

If an Oracle VDB/vPDB is already enabled, a
self-service container start operation or the
VDB/vPDB enable operation may fail with:
exception.oracle.vdb.database.exists.enable.
not.allowed/
exception.oracle.vdb.pdb.exists.enable.not.all
owed

Oracle VDB unquiesce/enable may fail after a
failed quiesce/disable on 10.0.0.X or 11.0.0.X.

Provision, refresh, rewind, or start operations
on avirtual database on a Solaris host with
NFSv4 enabled may become stuck indefinitely
due to mount process getting stuck on the
Solaris NFS client.

A failed Delphix Engine upgrade can cause
plugin operation to fail with grpc_status 14.

If there is any detached or unlinked Oracle
dSource, upgrade failure may occur during
“verify upgrade” job while upgrading to
12.0.0.0.

Refresh operation fails for the self service
containers having ordered sources.

Version 11.0.0.0

Key

DLPX-56978

DLPX-56979

Summary

Certain usernames are not available for use,
as they are reserved system words (e.g.
"root", "postgres", "delphix").

LDAP server test fails if authentication is set to
DIGEST-MD5, but setup still works correctly.

Continuous Data - Continuous Data Home

Workaround

Retry the failed VDB/vPDB start or self-service
container start operation, it should succeed
without any error.

To get disabled Oracle VDBs back to an enabled
state, manually disable sources via the Delphix
CLI and enable them back via the Delphix CLI/
ul.

Switch the NFS protocol to v3 using the Delphix
engine CLI, manually terminate the stuck
mount processes on the Solaris host and re-
attempt the failed Delphix operation.

Verify the upgrade and then apply the upgrade.
If the issue is hit after a failed upgrade,
Restarting the management stack will resolve
the issue.

Re-link or delete the dSources before trying to
upgrade to 12.0.0.0, OR upgrade to version
11.0.0.0 or 13.0.0.0.

None. Contact Delphix support for corrective
actions.

Workaround

None

None
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DLPX-57142

DLPX-57412

DLPX-57673

DLPX-57823

DLPX-58185

DLPX-58226

DLPX-59473

DLPX-66155

DLPX-66860

Summary

The Job dashboard does not display the user
that invoked each job.

CLI parameters must be used exactly as
described in documentation, including
spelling and capitalization, or they are
ignored.

Support bundle generation can be time
consuming if the engine has a large number of
core files to process.

Changing the Continuous Compliance engine
used by a VDB's masking job can lead to an
internal error.

Changing a Custom Policy while it is running
on an object can cause the Policy execution to
fail.

Completed Cleanup Job, after upgrade, will
still show as running.

It is not possible to set a password policy that
prevents an Administrator from re-using a
previous password, though this can be set for
other users.

Restarting a Delphix engine during a network
throughput test is not recommended, as it
may lead to a system hang.

For SSO/SAML, ADFS requires an explicit rule
to transform emailAddress attribute into
nameid.

Continuous Data - Continuous Data Home

Workaround

None

None

None

None

None

None

None

None

Create an explicit rule in ADFS that transforms
the emailAddress attribute into a nameid. The
rule type must be "Transform an incoming
claim". The incoming claim type must be "Email
address" and the outgoing claim type "Name
ID". The nameid format must be "Email
address".
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DLPX-77849

DLPX-77986

DLPX-78589

DLPX-80193

DLPX-80920

DLPX-81300

DLPX-81478

Summary

Excessive number of connections to SQL
Server instance causes infrastructure issues
and leads the LSASS.exe to crash and the host
to reboot.

On a Sybase host with multiple Sybase
instances, if access to the first instance picked
up for discovery fails due to invalid
credentials, the discovery job will exit
immediately, preventing discovery of the
remaining instances.

When Delphix tries to run the ASE
"UNMOUNT" command (while trying to
quiesce VDBs) during the upgrade, the
UNMOUNT command gets hung up (this
command does not have a timeout). Because
of this, the upgrade job stalled.

Provides a proper error message in case
provisioning fails due to database beingin
read-only mode.

A failed Delphix engine upgrade can cause
plugin operation to fail with "grpc_status 14".

Windows Environment Add/Refresh
operations may fail if the iSCSI Initiator Name
isnot avalid IQN.

If the transaction log is taken using the
“standby_access” option for a SAP ASE
database, the validated sync worker will not
be able to restore that log and will fail with a
fatal exception, as Delphix currently does not
support this option.

Continuous Data - Continuous Data Home

Workaround

Rather than using a Windows domain user for
authentication, switch the dSource to use a
database user. SQL Server should be able to
handle the massive number of connections that
Delphix is establishing for each dSource better
than LSASS.EXE.

Fix any credential failures.

When the ASE UNMOUNT command is hung up,
the ASE instance must be restarted.

Change the source database to read-write,
create a backup, and sync to the dSource, then
provision the VDB.

Verify the upgrade and then apply the upgrade.
If the issue occurs after a failed upgrade,
restarting the management stack will resolve
the issue.

Set the initiator name to a valid name, eg:
iqn.1991-05.com.microsoft:10-43-47-42.qa-
ad.delphix.com. The “Default” button can also
be selected in the Windows iSCSI configuration
to reset to the default (valid) name.

Change the backup script creating transaction
logs. Ingest FULL backups.
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DLPX-81559

DLPX-83430

DLPX-83643

DLPX-84075

DLPX-84253

DLPX-84598

DLPX-85578

DLPX-85770

DLPX-86109

Summary

After upgrading an Oracle VDB from 12c to
19c¢, VDB refresh fails with "Failed to mount
database instance", due to ORA-01130 or
ORA-00201 errors.

Initial configuration of Syslog breaks most of
the pre-existing appenders.

After an engine upgrade or after disable and
enable of vPDB, the NFS version in the GUI/
APl may be incorrect if it's a vPDB in a vCDB, it
was mounted with NFSv3 and now the host
supports NFSv4 mounts. This condition
corrects itself on the next refresh operation.

SQL Server VDB Refresh operations may fail if
the PowerShell command
[10.Path]::GetTempFileName() returns no
value.

Users should be able to delete Delphix-
generated CA certificate if no dependencies
exist.

A sysadmin user cannot view actions initiated
by different sysadmin user

Replaced the Win32_Volume class output
with the mountvol output to fetch volumeld
for Delphix iSCSI mount points.

If an Oracle VDB/vPDB is already enabled, a
Self-Service container start operation or the
VDB/vPDB enable operation may fail with
exception.oracle.vdb.database.exists.enable.
not.allowed/
exception.oracle.vdb.pdb.exists.enable.not.al
lowed.

Oracle VDB unquiesce/enable may fail after a
failed quiesce/disable on 10.0.0.X or 11.0.0.X.

Continuous Data - Continuous Data Home

Workaround

Update the VDB parameters (either directly or
via a VDB config template). See this knowledge
base article

Restart the management stack.

Perform a vPDB refresh operation to update the
NFS protocol version to 4.

Go to the below mentioned temp directory and
delete all files from it: C:
\Window\ServiceProfiles\NetworkService\appd
ata\local\temp.

User may mark the fault as ignored, but will
need to be aware the CA certificate will still
appear in TrustStore.

None

None

Retry the failed VDB/vPDB start or Self-Service
container start operation, it should succeed
without any error.

To get disabled Oracle VDBs back to Enabled
state, manually disable such sources via the
Delphix CLI and enable them back via the
Delphix CLI/UL.
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Key

DLPX-86181

Summary

Provision, refresh, rewind, or start operations
on avirtual database on a Solaris host with
NFSv4 enabled may become stuck indefinitely
due to the mount process getting stuck on the
Solaris NFS client.

Version 10.0.0.0

Key

DLPX-56944

DLPX-56978

DLPX-56979

DLPX-57142

DLPX-57412

DLPX-57673

DLPX-57823

DLPX-58185

Summary

In Solaris 5.11 Environments where Delphix
OS user shell is set to csh, host parameters
may be improperly parsed leading to

Environment refresh and other job failures.

Certain usernames are not available for use as
they are reserved system words (e.g. "root",
"postgres", "delphix")

LDAP server test fails if authentication is set
to DIGEST-MD5, but setup still works correctly

The Job dashboard does not display the user
that invoked each Job

CLI parameters must be used exactly as
described in documentation, including
spelling and capitalization, or they are
ignored

Support bundle generation can be time
consuming if the engine has a large number
of core files to process

Changing the masking engine used by a VDB's
masking job can lead to an internal error

Changing a Custom Policy while it is running
on an object can cause the Policy execution
to fail

Continuous Data - Continuous Data Home

Workaround

Switch the NFS protocol to v3 using the Delphix
engine CLI, manually terminate the stuck
mount processes on the Solaris host and re-
attempt the failed Delphix operation.

Workaround

Contact Delphix Support for corrective actions.

None

None

None

None

None

None

Disable/enable after fixing the problem
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DLPX-58226

DLPX-59473

DLPX-66155

DLPX-66860

DLPX-77849

DLPX-77986

DLPX-78589

Summary

Completed Cleanup Job, After Upgrade, Still
Shows as Running

Itis not possible to set a password policy that
prevents an Administrator from re-using a
previous password, though this can be set for
other users

Restarting a Continuous Data Engine during a
network throughput test is not recommended
as it may lead to a system hang.

For SSO/SAML, ADFS requires explicit rule to
transform emailAddress attribute into
nameid.

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

On a SAP ASE host with multiple SAP ASE
instances, If access to the first instance
picked up for discovery fails due to invalid
credentials, the discovery job will exit
immediately preventing discovery of the
remaining instances.

During the upgrade, when Delphix was trying
to run the SAP ASE "UNMOUNT" command
while trying to quiesce VDBs, UNMOUNT
command hung as this command doesn't run
under a timeout and due to this upgrade job
stalled.

Continuous Data - Continuous Data Home

Workaround

None

None

Create an explicit rule in ADFS that transforms
the emailAddress attribute into a nameid. The
rule type must be "Transform an incoming
claim". The incoming claim type must be "Email
address" and the outgoing claim type "Name
ID". The nameid format must be "Email
address".

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Continuous Data is establishing for each
dSource better than Windows LSASS.EXE.

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Delphix is establishing for each dSource
better than Windows LSASS.EXE.

Fix any credential failures

When the ASE UNMOUNT command is hung, the
ASE instance must be restarted.
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DLPX-80193

DLPX-80920

DLPX-81300

DLPX-81478

DLPX-81559

DLPX-83643

DLPX-84075

Summary

Provide proper error message in case
provisioning fails due to database is in read-
only mode.

A failed Delphix engine upgrade can cause
plugin (for plugins using docker runtime)
operation to fail with grpc_status 14.

Windows Environment Add/Refresh
operations may fail if the iSCSI Initiator Name
is not a valid IQN

If transaction log is taken using
*standby_access” option for SAP ASE
database, the validated sync worker will not
be able to restore that log and will fail with
Delphix Fatal Exception as Delphix currently
doesnt support this option.

After upgrading an Oracle VDB from 12c to
19¢, the VDB refresh fails with "Failed to
mount database instance" due to ORA-01130
or ORA-00201 errors.

If you upgrade the engine or disable and then
enable a virtual PDB, the displayed NFS
version in the GUI or APl might be incorrect.
This happens if the virtual PDB is inside a
virtual CDB and was previously mounted with
NFSv3, but the host now supports NFSv4
mounts. However, the issue will
automatically resolve itself during the next
refresh operation.

SQL Server VDB Refresh operations may fail if
the PowerShell command
[10.Path]::GetTempFileName() returns no
value"

Continuous Data - Continuous Data Home

Workaround

Change source database to read-write, create a
backup and sync to the dSource and provision
VDB.

1. Verify the upgrade and then apply the
upgrade.

2. If the issue is hit after a failed upgrade,
Restarting the management stack will resolve
the issue.

Set initiator name to a valid name, eg:
iqn.1991-05.com.microsoft:10-43-47-42.qa-
ad.delphix.com. The “Default” button can also
be selected in windows iscsi configuration to
reset to the default (valid ) name.

Change the backup script creating transaction
logs Ingest FULL backups

Update the VDB parameters (either directly or
via a VDB Config Template). For more
information, please see KBA6234

Perform a vPDB refresh operation to update the
NFS protocol version to 4.

Go to the below mentioned temp directory, and
delete all the files from it: C:
\Window\ServiceProfiles\NetworkService\appd
ata\local\temp
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Key

DLPX-84598

DLPX-85493

Summary

sysadmin user cannot view actions initiated
by different sysadmin user

MSSQL: Linking and AttachSource operations
will fail with unnecessary permissions of
source user on the staging host and staging
database. This issue can be seen from 6.0.17.0
onwards.

Version 9.0.0.0

Key

DLPX-77849

DLPX-84977

DLPX-84423

DLPX-84598

DLPX-84655

Summary

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

For RAC environments, export of an Oracle
VDB to a database with a new unique name is
not supported.

Export operation does not retain the read-
only mode in the newly converted physical
database after an in-place conversion of a
read-only Oracle VDB or vPDB

sysadmin user cannot view actions initiated
by different sysadmin user

A false warning message that listener
registration was not successful is posted
when enabling a VDB or a vCDB, users can
ignore this message.

Continuous Data - Continuous Data Home

Workaround

Perform an export with the same unique name
as of the VDB and then manually change the
physical database’s unique name.

Adding source user to the staging instance with
read permission on master database and Giving
write permission on connector directory path
{Connector_lInstallation}/sourceValidation

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Delphix is establishing for each dSource
better than Windows LSASS.EXE.

Perform the export with the same unique name
as of the VDB and then manually change the
physical database’s unique name.

None

None

Ignore the warning message.
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Continuous Data - Continuous Data Home

Key Summary Workaround
DLPX-84679  Unable to add Staging push PDB if Staging From the Add dSource Wizard dSource
Environment has more than one repository. Configuration screen for Staging Push.

+ Before selecting PDB as the Database
Type, select CDB.

+ Select the correct Staging Environment
and repository.

+ Select PDB for the Database Type.

+ Now CDB will be shown under Container
Database

+ Fillin the remaining PDB details

DLPX-85076 Specify the pfile parameter in the startup
Instance init file is not copied to command as
SORACLE_BASE_CONFIG/dbs during staging .
push dSource linking pfile="/<MOUNT_BASE>/

<DATABASE_UNIQUE_NAME>
/script/<DATABASE_SID>/
init<DATABASE_SID>.ora'

Version 8.0.0.0

Key Summary Workaround

DLPX-77849  Excessive number of connections to SQL Rather than using a Windows domain user for
Server Instance observed by Delphix authentication switch the dSource to use a
Environment User. This causes infra issues database user. It seems SQL Server may be able
and leads to LSASS.exe to crash and host to to handle the massive number of connections
reboot that Delphix is establishing for each dSource

better than Windows LSASS.EXE.

DLPX-84679  Unable to add Staging push PDB if Staging From the Add dSource Wizard dSource

Environment has more than one repository. Configuration screen for Staging Push.

« Before selecting PDB as the Database
Type, select CDB.

+ Select the correct Staging Environment
and repository.

+ Select PDB for the Database Type.

+ Now CDB will be shown under Container
Database

« Fillin the remaining PDB details
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Key Summary
DLPX-85076  Instance init file is not copied to
SORACLE_BASE_CONFIG/dbs during staging
push dSource linking
Version 7.0.0.0

Continuous Data - Continuous Data Home

Workaround

Specify the pfile parameter to startup command
as

pfile parameter=/<MOUNT_BASE>/
<DATABASE_UNIQUE_NAME>
/script/<DATABASE_SID>/
init<DATABASE_SID>.ora

& Upgrades from versions <6.0.17.0 to any version between 6.0.17.0 and 7.0.0.0 on a replication target
engine may fail due to the management services being down, which will require a support call. This

applies to “Delay the Reboot” or “Apply Now” upgrades.

Key

DLPX-77849

DLPX-84255

DLPX-84495

DLPX-84679

Summary

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

In a Single Engine Continuous Vault product,
adding a new Sybase dSource to a locked
group may result in the background
environment monitoring process to stop
working.

If upgrading from versions <6.0.17.0 to any
version between 6.0.17.0 and 7.0.0.0, a
support call is needed.

Unable to add Staging push PDB if Staging
Environment has more than one repository

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Delphix is establishing for each dSource
better than Windows LSASS.EXE.

No workaround.

Call support.

From the Add dSource Wizard dSource
Configuration screen for Staging Push.

+ Before selecting PDB as the Database
Type, select CDB.

+ Select the correct Staging Environment
and repository.

+ Select PDB for the Database Type.

+ Now CDB will be shown under Container
Database

+ Fillin the remaining PDB details
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Key Summary
DLPX-85076 Instance init file is not copied to
SORACLE_BASE_CONFIG/dbs during staging
push dSource linking
Version 6.0.17.0

Key Summary

DLPX-7784  Excessive number of connections to SQL Server

9 Instance observed by Delphix Environment
User. This causes infra issues and leads to
LSASS.exe to crash and host to reboot

DLPX-6686  For SSO/SAML, ADFS requires explicit rule to

0 transform emailAddress attribute into nameid.

DLPX-8362 In6.0.15.0 and 6.0.16.0, Fluentd gems from

2 plugins were installed in the base Fluentd.
These left over gems can cause Fluentd to fail
post-upgrade.

DLPX-8364 After engine upgrade or after a disable and

3 enable of a vPDB, the NFS version in GUI/API
may be incorrect (if it's a vPDB in a vCDB, it was
mounted with NFSv3 and now the host
supports NFSv4 mounts). This condition
corrects itself on the next refresh operation.

DLPX-8357 = The portin the connection string for a vPDB in

5 a Linked CDB may be shown incorrectly when it

is registered to a non-default listener.

Continuous Data - Continuous Data Home

Workaround

Specify the pfile parameter to startup command
as

pfile parameter=/<MOUNT_BASE>/
<DATABASE_UNIQUE_NAME>/script/
<DATABASE_SID>/
init<DATABASE_SID>.ora

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Delphix is establishing for each dSource
better than Windows LSASS.EXE.

Create an explicit rule in ADFS that transforms
the {{emailAddress}} attribute into a {{nameid}}.
The rule type must be "Transform an incoming
claim". The incoming claim type must be "Email
address" and the outgoing claim type "Name
ID". The nameid format must be "Email
address".

No workaround.

Perform a vPDB refresh operation to update the
NFS protocol version to 4.

Use the port in the connection string of the CDB
to connect.
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Version 6.0.

Key

DLPX-7784
9

DLPX-8244
8

DLPX-8155
9

DLPX-8216
9

Version 6.0.

Key

DLPX-7784
9

DLPX-8161
0

16.0

Summary

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues and
leads to LSASS.exe to crash and host to reboot

Python2 has been deprecated and is being
removed from the platform. During this
removal, there are still trace artifacts of legacy
Python versions being found on the engine.

After upgrading an Oracle VDB from 12c to 19c,
the VDB refresh fails with "Failed to mount
database instance" due to ORA-01130 or
ORA-00201 errors.

Provisioning a TDE-enabled vPDB to a CDB
with a different patch level than the source
CDB will fail.

15.0

Summary

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues and
leads to LSASS.exe to crash and host to reboot

If a tablespace is encrypted before an
incremental snapshot is taken, provisioning
from that snapshot can lead to the tablespace
containing partially unencrypted data, which
will not be accessible.

Continuous Data - Continuous Data Home

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be able
to handle the massive number of connections
that Delphix is establishing for each dSource
better than Windows LSASS.EXE.

No workaround.

Update the VDB parameters (either directly or
via a VDB Config Template). For more
information, please see KBA6234

Patch the dSource to match the target and
provision again. If this is not an option, run
datapatch on the vPDB, update the timeflow in
MDS to a CONFIGURED state, restart the vPDB,
and run SnapSync. This second option requires
an engineering escalation.

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

Take a snapshot with parameter "Force Full
Backup" and provision a new vPDB/VDB with
this snapshot.
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Version 6.0.14.0
Key Summary
DLPX-77849  Excessive number of connections to SQL

Server Instance observed by Delphix
Environment User. This causes infra issues and
leads to LSASS.exe to crash and host to reboot

DLPX-80489 TDE-enabled vPDB provisions failing with
LOCAL_AUTOLOGIN configuration

DLPX-80822 vPDB provision from a fully encrypted shared
undo parent to local undo CDB results in a
vPDB with new UNDO TS which is not
encrypted

DLPX-81125 MSSQL Export fails when performed on a
target with a Microsoft SQL Server instance
running with the network service user

DLPX-81128 Masking: Unable to create/edit a profile set
from GUI

Version 6.0.13.0

Key Summary

DLPX-38908  LogSync should automatically resolve faults
for transient issues.

DLPX-57078  Job cancel requests during provisioning are
not processed until the end of the step.

DLPX-64386  LogSync thread hangs when trying to remove
temporary RMAN command file from source
host toolkit directory.

DLPX-76382  Force disable should succeed despite

environmental problems.

Continuous Data - Continuous Data Home

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

Use a regular autologin wallet in the target
CDB.

Encrypt the local undo space manually after
provision, or with the Configure Clone hook
point.

If you update the instance owner of the SQL
server, you should refresh the environment to
reflect the new user in the MDS.

Profile set can be add/edited using API

Workaround

Manually resolve the faults generated when
Oracle LogSync encounters transient issues.

Find and kill the Oracle pmon process for the
instance that is being provisioned.

Remove the rm alias for the Delphix OS user.

No workaround.
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Key

DLPX-77849

DLPX-78412

DLPX-78986

DLPX-79212

DLPX-79355

DLPX-79502

DLPX-79596

DLPX-79833

DLPX-80385

Summary

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

SCM/Talaria failure reason should be
communicated in fault.

Prevent DSP connections for disabled cluster
nodes.

While restoring full backups of file stream type
database on open staging DB and taking
snapshots, snapshots are consuming full
space instead of referring to each snapshot.

V2P export throws an error when suspended
and resumed at the Opening Database step.

SnapSync fails if more than 1000 tempfiles
exist in the whole CDB.

DB files are getting deleted for staging DB if
staging push dSource is forced disabled after
performing a restore outside Delphix and then
enabled again.

You can no longer select performance metric
resolution for fluentd configurations.

Fluentd does not support deferred upgrades
when upgrading to 6.0.13.0, and beyond,
when starting from a prior release and using
the Historic Splunk Insight solution.

Continuous Data - Continuous Data Home

Workaround

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

No workaround.

No workaround.

No workaround.

Cancel the V2P export job and start the V2P
export operation all over again.

No workaround.

No workaround.

No workaround.

Reboot after upgrade.
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Version 6.0.12.0
Key Summary
DLPX-67604  Manually recovering a database after V2P from

DLPX-69775

DLPX-75209

DLPX-75878

DLPX-77231

DLPX-77849

DLPX-78689

DLPX-78700

a snapshot of dSource fails with an error.

Updating Oracle credentials with an empty
string throws an error when Simplified
Connection Management is enabled.

Network configuration is lost when changing
EC2 instance type.

The JDBC connection string for an Oracle
vPDB does not get updated after a listener
port change.

When source discontinuity on the dSource is
followed by resync on the livesource, one or
more livesource workers may fail to start. This
prevents livesource status from getting
updated and the first snapshot from being
taken after a resync.

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

Oracle vPDB snapshot job fails after doing
reset logs on a linked CDB.

Oracle vPDB source enable jobs for Oracle 21c
are taking more than 15 minutes to complete.
This issue is only seen during the first Oracle
vPDB enable operation on Oracle 21c.

Continuous Data - Continuous Data Home

Workaround

No workaround.

Use the Delphix CLI to unset the user.

On Nitro-based instance types, use the virtual
machine's virtual serial console and login to
the sysadmin CLI, then add a DHCP address to
the network interface.

A second environment refresh will update the
connection string for the vPDB.

No workaround.

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

Disable the vPDB and re-enable it to clear out
the snapshot job errors.

No workaround.
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Version 6.0.11.0
Key Summary
DLPX-44544 A SnapSync of an Oracle standby dSource in

DLPX-57971

DLPX-72123

DLPX-75209

DLPX-77664

DLPX-77849

DLPX-77869

Real-Time Apply mode sometimes calculates
the snapshot's timestamp incorrectly. This
can cause ORA-01194 or ORA-01152 errors
when provisioning to a timestamp after the
snapshot.

The latest snapshot of a LiveSource may take
a long time to show the SCN/timestamp range
on its card in the GUI.

Detaching or deleting an Oracle dSource may
fail on RAC environments due to the failure of
deletion of RMAN backups on RAC and the
operation needs to be retried with the force
option.

Network configuration is lost when changing
EC2 instance type.

Oracle SnapSync fails with "RMAN-06183:
datafile or datafile copy (file=""
number:"">>) [argerz"" than=""
maxsetsize"=""if="" a="" datafile=""
resized=""in=""the="" middle="" of="">)>

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

Unable to drop and recreate descending order
(or any other functional) index as part of
Oracle Connector masking/reidentification/
tokenization jobs.

Continuous Data - Continuous Data Home

Workaround

To provision from a snapshot of an Oracle
standby dSource in Real-Time Apply mode,
provision by SCN instead of timestamp.

No workaround.

If the detach or delete operation on an Oracle
dSource fails, retry the command using the
force option.

On Nitro-based instance types, use the virtual
machine's virtual serial console and login to
the sysadmin CLI, then add a DHCP address to
the network interface.

One of the following three workarounds can
be applied:

1. Re-issue SnapSync.
2. Reduce the frequency of datafile resizes, or

3. Ensure datafile resize operations are not
being performed while the SnapSync
operation isin progress.

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

Oracle interprets descending order as
functional indexes. There is no workaround.
This is a known limitation of Drop Indexes for
Oracle connectors that will be resolved in a
future release.
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Key

DLPX-78015

DLPX-78263

Summary

V2P export with absolute data files is failing
with aninternal error.

A SnapSync of an Oracle standby dSource in
Real-Time Apply mode sometimes fails with
"exception.oracle.snl.linkedsource.current_sc
n.invalid" if the rate of change in the database
is low.

Version 6.0.10.0

Key

DLPX-77467

DLPX-64082

DLPX-72369

DLPX-74896

DLPX-75148

DLPX-75215

Summary

Loading the setup app dashboard (as
sysadmin) renders a server error popup with
instruction to contact Delphix Support. This
message can be ignored. However, it is known
that this error impairs the ability to configure
web proxy, PhoneHome, and SMTP servers via
the GUI.

Oracle provisioning scripts have hard-coded
timeouts.

RAC migration for VDB with a deleted parent
may fail with error "Cannot update RAC
instances if virtual source 'xxx' has a deleted
parent."

Race condition during refresh may result in
incorrect MDS entry for parent snapshot.

DSP throughput tests do not work when from-
version is < 6.0.6.0 and target-version is >=
6.0.6.0.

Switching AWS instance types can leave the
Delphix engine with no network
configuration.

Continuous Data - Continuous Data Home

Workaround

No workaround.

Force a log switch on all primary instances/
nodes and then try another SnapSync.

Workaround

These settings can still be configured via the
CLI. This issue will be fixed in the next version
release.

Retry the provisioning operation to see if it
succeeds. Otherwise, contact Delphix Support.

No workaround.

No workaround.

No workaround, however, the user will need to
upgrade the source version.

On Nitro-based instance types, use the virtual
machine's virtual serial console and login to
the sysadmin CLI, then add a DHCP address to
the network interface.
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Key

DLPX-75995

DLPX-77231

DLPX-77849

Summary

On Windows 2019 Server, with KB4598230
cumulative update, adding or refreshing an
environment fails when PowerShell
transcription is enabled.

When source discontinuity on the dSource is
followed by resync on the Oracle LiveSource,
one or more LiveSources workers may fail to
start. This prevents the LiveSource status
from getting updated and the first snapshot
from being taken after a resync.

Excessive number of connections to SQL
Server Instance observed by Delphix
Environment User. This causes infra issues
and leads to LSASS.exe to crash and host to
reboot

Version 6.0.9.0

Key

DLPX-72186

DLPX-74749

DLPX-75517

Summary

CDB logfile retention works incorrectly if a
PDB has multiple timeflows pointing to the
same CDB timeflow.

Oracle
ENVIRONMENT_REFRESH_AND_DISCOVER
job may fail with "The object
OraclePDBConfig does not exist on the
system".

Provisioning an Oracle vPDB to a vCDB fails
with " ORA-00959: tablespace

'"TEMP' does not exist "ifthereisno
temporary tablespace named TEMP within
the production PDB$SSEED database.

Continuous Data - Continuous Data Home

Workaround

The user has to turn off the transcription if the
staging is on Windows 2019 Server with recent
updates.

No workaround.

Rather than using a Windows domain user for
authentication switch the dSource to use a
database user. It seems SQL Server may be
able to handle the massive number of
connections that Delphix is establishing for
each dSource better than Windows LSASS.EXE.

Workaround

No workaround.

Manually run an environment refresh after the
ENVIRONMENT_REFRESH_AND_DISCOVER job
fails.

One of the following two workarounds can be
applied:

1. Re-attempt the vPDB provision to a
linked CDB. The provision should
succeed.

2. Manually create (or rename) the TEMP
tablespace in the production
PDBSSEED database, take a new

snapshot of the vPDB, and provision
from that snapshot to the vCDB.
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Key

DLPX-75737

DLPX-75995

DLPX-76388

Summary

Retention saves unnecessary logs if the
bookmark falls exactly on a snapshot end
SCN or snapshot end timestamp.

On Windows 2019 Server, with KB4598230
cumulative update, adding or refreshing an
environment fails when PowerShell
transcription is enabled.

Entering key pairs directly into hook
environment variables (a new feature in
6.0.9.0) results in an internal error.

Continuous Data - Continuous Data Home

Workaround

No workaround.

The user has to turn off the transcription if the
staging is on Windows 2019 Server with recent
updates.

Use password variables instead, or use a
password vault. See Passing Credentials
Securely to Hook Operations
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Version 6.0.8.0
Key Summary
DLPX-64307 Environment refresh should ignore cluster

discovery for VDBs

Continuous Data - Continuous Data Home

Workaround

The following workaround should resolve the
issue without Delphix support intervention.

For RAC databases

1. Add the instances to the clusterware
configuration, ensuring you add all instances
configured via Delphix. For example:

srvctl add instance -db
<Database Name> -instance
<Instance Name> -node <Node
Name>

2. Refresh the environment. At this point,
Delphix will add the instances back to the
Delphix configuration, and you should be able
to perform actions such as stop, start, disable,
enable, etc.

From here, we recommend removing the
clusterware configuration.

3. Stop the VDB via the Delphix GUI or CLI.

4, Remove the instances from clusterware

srvctl remove 1instance -db
<Database Name> -instance
<Instance Name>

5. Remove the database from clusterware
srvctl remove database -db
<Database Name>

6. Refresh the environment.
7. Start the VDB via the Delphix GUI or CLI.
For RACOne databases

1. Stop the instance.

sqlplus "/as sysdba" shutdown
immediate
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Continuous Data - Continuous Data Home

Key Summary Workaround

2. Ensure the RACOne configuration has the
"instance prefix" configuration set.

[oracle@mwtestxl ~]$ srvctl

config database -d <vdb name> |

grep "Instance name prefix"
Instance name prefix: VDB

3. If this is not set, then set it using

srvctl modify database -db <vdb
name> -instance <instance
prefix>

4. Set the pfile location to allow clusterware to
start the instance

srvctl modify database -db <vdb
name> -spfile <path to pfile>

The pfileis located in

<Delphix Mount base>/<VDB
Name>/datafile/spfile.ora

5. Start the instance using clusterware

srvctl start database -d vdb

When querying the status of the database, it
should now show a running instance. As an
example:

[oracle@mwtestxl ~]$ srvctl
status database -d VDB Instance
VDB_1 is running on node
mwtestxl Online relocation:
INACTIVE

6. Refresh the environment. At this point,
Delphix will add the instances back to the
Delphix configuration, and you should be able
to perform actions such as stop, start, disable,
enable, etc.
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Key

DLPX-72186

DLPX-73409

DLPX-74749

DLPX-74860

DLPX-74882

Summary

CDB logfile retention works incorrectly if a
PDB has multiple timeflows pointing to the
same CDB timeflow

Duplicate listener entry gets generated in
MDS if Oracle listener is manually started with
non-uppercase name

Oracle
ENVIRONMENT_REFRESH_AND_DISCOVER
job may fail with "The object
OraclePDBConfig does not exist on the
system"

Provisioning a 2nd generation VDB from a
dSource with imported RO transportable
tablespaces fails with ORA-19654

Masking's SFTP client no longer compatible
with SolarWinds and Goanyware SFTP servers

Continuous Data - Continuous Data Home

Workaround

From here, we recommend removing the
clusterware configuration.

7. Stop the VDB via the Delphix GUI or CLI.

8. Remove the database from clusterware

srvctl remove database -db
<Database Name>

9. Remove the database from clusterware

srvctl remove database -db
<Database Name>

10. Refresh the environment.
11. Start the VDB via the Delphix GUI or CLI.

No workaround.

Follow these steps:

1. Restart the listener without a name
parameter so it displays in uppercase.

2. Update VDBs to use uppercase
LISTENER.

3. Refresh the environment. lowercase
listener will be removed and LISTENER
updated appropriately.

Manually run an environment refresh after the
ENVIRONMENT_REFRESH_AND_DISCOVER job
fails.

No workaround.

No workaround.
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Key Summary
DLPX-75517 Provisioning an Oracle vPDB to a vCDB fails
with" ORA-00959: tablespace
'"TEMP' does not exist "ifthereisno
temporary tablespace named TEMP within
the production PDB$SEED database
Version 6.0.7.0
Key Summary
DLPX-74457 Cluster discovery for Oracle RAC partially
fails on Solaris 10
DLPX-74749 Oracle
ENVIRONMENT_REFRESH_AND_DISCOVER
job may fail with "The object
OraclePDBConfig does not exist on the
system"
DLPX-76718 Time required to display the point-in-time

pop-over on timelines for Self-Service
Templates with replicated objects can
degrade linearly with each replication.

Continuous Data - Continuous Data Home

Workaround

One of the following two workarounds can be
applied:

1. Re-attempt the vPDB provision to a
linked CDB. The provision should
succeed.

2. Manually create (or rename) the

TEMP tablespace in the production
PDBSSEED database, take a new

snapshot of the vPDB and provision
from that snapshot to the vCDB.

Workaround

Switch the default login shell for the Delphix
OSuserfrom /bin/sh to /bin/bash.

Manually run an environment refresh from
the Delphix Ul if the
ENVIRONMENT_REFRESH_AND_DISCOVER
job fails with the mentioned error.

No workaround but reducing replication
frequency can reduce the impact.

Release notes- 217



Version 6.0.6.0
Key Summary
DLPX-73224 When provisioning from a non-multitenant

DLPX-72749

DLPX-72655

DLPX-73224

DLPX-73357

source to a virtual pluggable database
(vPDB), the post-plug hook script (dx-post-
plug-hook.sh) should exit with the vPDB
either closed or open unrestricted. If the
vPDB is left open with restricted access
subsequent Snapshots of the vPDB will fail
with
"oracle.ucp.UniversalConnectionPoolExcepti
on" and" java.sql.SQLException:
ORA-01035 ORACLE only available to users
with RESTRICTED SESSION privilege" .

Provisioning a TDE-enabled vPDB with
system encrypted tablespaces fails with the
error "ORA-28374: typed master key not
found".

Provisioning an Oracle TDE-enabled vPDB
fails intermittently if the dSource is
encrypted after linking

When provisioning from a non-multitenant
source to a virtual pluggable database
(vPDB), the post-plug hook script (dx-post-
plug-hook.sh) should exit with the vPDB
either closed or open unrestricted. If the
vPDB is left open with restricted access
subsequent Snapshots of the vPDB will fail
with
"oracle.ucp.UniversalConnectionPoolExcepti
on" and " java.sql.SQLException: ORA-01035
ORACLE only available to users with
RESTRICTED SESSION privilege"

Rewinding an Oracle TDE-enabled vPDB to
the snapshot before vPDB migration may fail
with
exception.oracle.tde.export.key
s.failed ifall of the steps of the keystore
merge procedure are not followed correctly

Continuous Data - Continuous Data Home

Workaround

To prevent the issue: Ensure that the vPDB is
either closed/mounted or open unrestricted
when exiting from dx-post-plug-hook.sh.

After it has happened: close and reopen the
vPDB.

No workaround, contact Delphix Support
(TBD)

Enabling TDE on an existing non-encrypted
dSource is not supported. Detach, rename the
Delphix dSource name and re-attachitas a
new TDE-enabled dSource before re-
attempting the provisioning operation.

To prevent the issue: Ensure that the vPDB is
either closed/mounted or open unrestricted
when exiting from dx-post-plug-hook.sh.

After it has happened: close and reopen the
vPDB.

Verify that the CDB is restarted after merging
the keys of the old target CDB into the new
target CDB and re-attempt the rewind
operation.

If the rewind still fails, provision a new vPDB
from the required snapshot instead of the
rewind operation.
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Key

DLPX-72181

DLPX-73742

DLPX-73788

DLPX-73789

Summary

The "Restore Self-Service data container
from the bookmark of sibling data container”
operation may fail in an Oracle TDE
environment with

exception.oracle.tde.export.key

s.failed ifthe keystore merge procedure

is not followed correctly. In this case, the
warning "Refresh operation on the TDE-
configured container <target container> from
the Timeflow of another container <sibling
container> requires merging of the TDE
keystores." will be displayed in the Delphix Ul
events log

Provisioning an Oracle TDE-enabled vPDB
may fail with the error "ORA-28367: wallet
does not exist" if the TDE wallet for the target
linked CDB is stored on ASM storage

Provisioning or enabling an Oracle TDE-
enabled vPDB fails when SORACLE_BASE is
used in sglnet.ora

If WALLET_ROOT initialization parameter is
configured on a TDE-enabled dSource PDB,
provisioning may fail since the auxiliary CDB
instance uses dSource keystore location.

Continuous Data - Continuous Data Home

Workaround

Verify that the procedure for merging the
sibling keystores is followed correctly and re-
attempt the self-service operation.

Storing the TDE wallet on ASM storage is
currently unsupported. Modify

sqlnet.ora to pointto the keystore

location outside of the ASM diskgroup and re-
attempt the provisioning operation.

Any environment variable referenced

in sglnet.ora must always be set in the
environment for the Delphix OS user. Ensure
that the environment variable SORACLE_BASE
is setin the shell initialization file for the
Delphix OS user and re-attempt the operation.

If the provision fails, there are 2 workarounds:

1. Provide permissions to the Delphix OS
user to create files in the location
identified by WALLET_ROOT directory
of the source keystore on the target
host.

2. Modify the dSource database to not
use WALLET_ROOT to identify the TDE
keystore.
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Version 6.0.2.0
Key Summary
DLPX-69638 Masking job created on engine 6.0.1.1 or prior

is failing after the upgrade to version 6.0.2.0
or later

Version 6.0.0.0
Key Summary
DLPX-60397 If a mapping algorithmis included in multiple

DLPX-60947

DLPX-61079

DLPX-61405

DLPX-64493

DLPX-66155

jobs, only one job should be run at a time. If
multiple jobs are run at the same time, then
the mapping algorithm might contain
multiple mappings to the same value or the
jobs might deadlock.

Self-Service template with replica VDB is not
updated with new Timeflow on incremental
replication update

Certificate import validation may incorrectly
reject a root CA certificate

Masking operation should wait for zfs delete
queue to drain

V5 API /roles endpoint missing certain items

Failed DSP engine test leads to multiple
blocked client.jar processes on target hosts.

Continuous Data - Continuous Data Home

Workaround

Masking jobs created in 6.0.1.x using a Hana
JDBC driver will need to be updated to grant
the following permission
{"java.io.FilePermission" "/", "read"} in
6.0.2.0. All drivers created in and after 6.0.2.0

will be granted this permission by default.

Workaround

Only run one job at a time.

The latest replica VDB data can still be
accessed by doing a Self-Service container
Refresh, rather than a point-in-time restore
from the template.

Support must manually import the certificate

into the truststore.

Replication may send more data than
expected if masking involves dropping large
DBF files.

View and set these privileges through the GUI

Restarting a Delphix Engine during a network
throughput test is not recommended as it
may lead to a system hang.
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Key

DLPX-66860

DLPX-66973

Summary

ADFS does not like NamelDPolicy sent by SSO
app

Date format is changed after importing the
environment

Continuous Data - Continuous Data Home

Workaround

Create an explicit rule in ADFS that transforms
the {{emailAddress}} attribute into a
{{nameid}}. The rule type must be "Transform
an incoming claim". The incoming claim type
must be "Email address" and the outgoing
claim type "Name ID". The nameid format
must be "Email address".

Either (a) use the GUI import feature and then
review the imported date formats for
correctness or (b) use EngineSync to export/
import jobs, which will not alter the date
format.
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Continuous Data - Continuous Data Home

APl changes

This section covers the following topics:

« APl Changes in Delphix 15.0.0.0
« APl Changes in Delphix 14.0.0.0
« APl Changes in Delphix 13.0.0.0
« APl Changes in Delphix 12.0.0.0
» APl changes in Delphix 11.0.0.0
» APl changes in Delphix 10.0.0.0
+ APl changes in Delphix 9.0.0.0
+ APl changes in Delphix 8.0.0.0
« APl changes in Delphix 7.0.0.0
« APl changes in Delphix 6.0.17.0
« APl changes in Delphix 6.0.16.0
« APl changes in Delphix 6.0.15.0
« APl changes in Delphix 6.0.14.0
« APl changes in Delphix 6.0.13.0
« APl changes in Delphix 6.0.12.0
« APl changes in Delphix 6.0.11.0
» APl changes in Delphix 6.0.10.0
« APl changes in Delphix 6.0.9.0
+ APl changes in Delphix 6.0.8.0
« APl changes in Delphix 6.0.7.0
+ APl changes in Delphix 6.0.6.0
+ APl changes in Delphix 6.0.5.0
« APl changes in Delphix 6.0.4.0
+ APl changes in Delphix 6.0.3.0
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APl Changes in Delphix 15.0.0.0

Continuous Data - Continuous Data Home

In Delphix 15.0, the new API version is 1.11.26. This section describes all API changes since APl version 1.11.25,

which was released with Delphix 14.0. All URL paths are relativeto /resources/json/delphix.

What's Changed?
API Object Path Type
FluentdPlugin /service/fluentd/ Property
plugins
OracleVirtual  NA(valuetype) Property
Source
What's New?
API Object Path Type

OracleExportDBT NA (Value type) APlType
imeflowPointTran

sferStrategy

OracleExportPDB  NA(valuetype)  APIType
TimeflowPointTra

nsferStrategy

Name

downloadFlue

ntdLog

invokeDatapa
tch

Name

OracleExportDBT
imeflowPointTran

sferStrategy

OracleExportPDB
TimeflowPointTra

nsferStrategy

Change

Property
downloadFluentdLog has
been added.

Property invokeDatapatch
has been added.

Description

Create a non-MT physical
database from a
TimeFlow point.

Create a physical
pluggable database from
a TimeFlow point.
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APl Changes in Delphix 14.0.0.0

Continuous Data - Continuous Data Home

In Delphix 14.0, the new API version is 1.11.25. This section describes all API changes since APl version 1.11.24,

released with Delphix 13.0. All URL paths are relativeto /resources/json/delphix .

What's Changed?

API Object Path

FluentdPlu /service/fluentd/

. plugins
gin
Host /host
What's New?
API Object Path
MSSqlAdditiona  NA(valuetype)
1DatabaseParame
ters
MSSqlSnapshot NA (value type)
OciObjectStore  NA(valuetype)
Test
OciObjectStore  NA(valuetype)

Type

Property

Property

Type

API Type

API Type

API Type

API Type

API Type

Name Change
gems Property gems have been
removed.
nfsAddressl  Property nfsAddressList has
. been updated for property
5 format from host to
hostOrCIDRAddress.
Name Description
nfsEncryptionP Property nfsEncryptionPort
have been added.
ort
MSSqlAdditiona  Collection ofall the
parameters that are not
LDatabaseParame  nerited during
ters provisioning of a vdb.
additionalData  Collection of all the
parameters that are not
baseParameters inherited during
provisioning of a vdb.
OciObjectStore  AnOracle Cloud object store
connectivity test object.
Test
OciObjectStore  AnOracle Cloud object

store.
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SourceEnvironm  /environment APl Type nfsEncryptionE Flagindicating whether nfs
is encrypted or not.

ent nabled

Un-i xRuntimeMou NA (value type)  APIType nfsEncryptionE The flag for NFS Encryption.

ntInformation nabled
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APl Changes in Delphix 13.0.0.0

Continuous Data - Continuous Data Home

In Delphix 13.0, the new API version is 1.11.24. This section describes all API changes since APl version 1.11.23,
which was released with Delphix 12.0. All URL paths are relative to /resources/json/delphix.

What's Changed?

API Object

OracleRefreshPa

rameters

OracleRollbackP

arameters

TimeflowSnapsho
t

What's New?

API Object

ContainerStora

geInfo

Container

Path

NA (value type)

NA (value type)

/snapshot

Path

NA (value type)

/database

Type

Property

Property

Property

Type

APl Type

APl Type

Name

force

force

operations

Name

Change

Property force has been
added.

Property force has been
added.

Property parameters has
been removed from property
operations

Description

ContainerStora  Container Storage

geInfo

Information.

containerStora  ContainerStorage

geInfo

Information.
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APl Changes in Delphix 12.0.0.0

In Delphix 12.0, the new API version is 1.11.23. This section describes all API changes since APl version 1.11.22;
which was released with Delphix 11.0. All URL paths are relativeto /resources/json/delphix.

What's Changed?
API Object Path Type Name Change
KeyPairCredent  NA(valuetype)  Property publicKey Property create has been
. updated from required to
jal optional
OracleBaseExte  NA(valuetype)  APIType sourcingPolicy  PropertysourcingPolicy has
. been added
rnalLinkData
OracleExportDB NA (value type)  APIType OracleExportDB Property operationsPostV2P
has been added
InPlaceTransfer InPlaceTransfer
Strategy Strategy
OracleExportPD NA (value type)  APIType OracleExportPD Property operationsPostV2P
has been added
BInPlaceTransfe BInPlaceTransfe
rStrategy rStrategy
OracleDatabase NA (value type)  Property sourcingPolicy Ref has been updated from
. delphix-oracle-sourcing-
Container policy.json to delphix-
oracle-base-sourcing-
policy.json
OracleSourcing  NA(valuetype)  Property OracleSourcing  Refhasbeen updated from
. . delphix-sourcing-policy.json
Policy Policy to delphix-oracle-base-
sourcing-policy.json
OracleVirtuals  NA(valuetype) APIType OracleVirtuals  Property
allowRefreshRewindPostV2P
oLTES oLITES has been added.
ValidateNTPPar NA (value type) = Property address Format has been updated
from hostname to host.
ameters
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What's New?

OracleBaseSour

cingPolicy

OracleStagingS

ourcingPolicy

SuperuserSessi
onLogDeleteRec

ord

SuperuserSessi
onLogDownloadR

ecord

SuperuserSessi

on

OracleExportOp
erationsPostV2
P

OracleExportTr
ansferStrategy

SystemInfo

NA (value type)

NA (value type)

NA (value type)

NA (value type)

/superuser/
session

NA (value type)

NA (value type)

system

API Type

APl Type

APl Type

API Type

APl Type

APl Type

APl Type

APl Type

Continuous Data - Continuous Data Home

OracleBaseSour

cingPolicy

OracleStagingS

ourcingPolicy

SuperuserSessi
onLogDeleteRec

ord

SuperuserSessi
onLogDownloadR

ecord

SuperuserSessi

on

OracleExportOp
erationsPostV2
P

OracleExportTr
ansferStrategy

SystemInfo

Oracle Database policies for
managing SnapSync and
LogSync across sources for a
Oracle container.

Database policies for
managing LogSync for
Oracle Staging push
container

Represents a deletion of a
Delphix superuser session
log file.

Represents a download of a
Delphix superuser session
log file.

Audit logs for superuser
sessions.

Describes operations
allowed on virtual source
post V2P.

The transfer strategy for
exporting a database
whether in-place or
TimeFlow point based.

Property
maxNativeMemoryGb has
been added
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APl changes in Delphix 11.0.0.0

In Delphix 11.0, the new API version is 1.11.22. This section describes all API changes since APl version 1.11.21,

Continuous Data - Continuous Data Home

which was released with Delphix 10.0. All URL paths are relativeto /resources/json/delphix.

What's changed?

APl object

AzureAuthenticatio

n

CpuUtilDatapoint

AzureSecretsAuthen

tication

AzureSecretsAuthen

tication

CipherSuite

Container

DeleteParameters

DeletionDependency

KeyPairCredential

Path

NA (value
type)

NA (value
type)

NA (value
type)

NA (value
type)

/service/tls/
cipherSuite

/database

NA (value
type)

NA (value
type)

NA (value
type)

Type

API Type

API Type

API Type

Property

Property

Property

APl Type

Property

Property

Name

AzureAuthenti

cation

CpuUtilDatapo

int

AzureSecretsA

uthentication

clientSecret

name

delete,
operations,
rollback,

sync

DeleteParamet

EligS

size

privateKey

Change

Properties have been added
tenantld and clientld.

Removed property dtrace.

Removed properties
tenantld and clientld.

Description has been
updated for property
clientSecret

enum property values have
been updated.

PgSQLDatabaseContainer
and
MySQLDatabaseContainer
have been removed from
defaultType.

The description has been
updated.

The description has been
updated for property size.

The format has been
updated from password to
pemKey.
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API object

KeyPairCredential

NamedKeyPairCreden
tial

NamedKeyPairCreden
tial

OracleExportTimefl

owFilesystemLayout

PemClientCertifica

te

RefreshParameters

RollbackParameters

SourceConfig

SourceDisableParam

eters

SourceEnableParame

ters

Path

NA (value
type)

NA (value

type)

NA (value
type)

NA (value
type)

NA (value
type)

NA (value
type)

NA (value
type)

/

sourceconfig

NA (value
type)

NA (value
type)

Type

Property

Property

Property

APl Type

Property

API Type

API Type

Property

API Type

API Type

Continuous Data - Continuous Data Home

Name

publicKey

privateKey

publicKey

OracleExportT

ransferStrate

gy

privateKey

RefreshParame

ters

RollbackParam

eters

operations

SourceDisable

Parameters

SourceEnableP

arameters

Change

Property format has been
updated from password to
hostKey and property create
has been updated from
required to optional.

The property format has
been updated from
password to pemKey.

The property format has
been updated from
password to hostKey.

Property
rmanFileSectionSizelnGb
has been added.

The property format has
been updated from
password to pemKey.

The description has been
updated.

The description has been
updated.

PgSQLDBClusterConfig has
been removed from
defaultType.

The description has been
updated

The description has been
updated
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API object

SourceIngestionDat

a

SourceStartParamet

€IS

SourceStopParamete

rs

SourceTypeAggregat

eIngestedSize

Source

User

What's new?

API object

OracleExportTimeflow

FilesystemlLayout

OracleStagingSource

Path

NA (value
type)

NA (value
type)

NA (value
type)

NA (value
type)

/source

Juser

Path

NA (value
type)

NA (value
type)

Type

Property

API Type

AP| Type

Property

Property

Property

Type

API Type

API Type

Continuous Data - Continuous Data Home

Name

containerType

SourceStartPa

rameters

SourceStopPar

ameters

containerType

operations,

Change

MYSQL_DB_CONTAINER and
PGSQL_DB_CONTAINER
have been removed from
enum.

The description has been
updated

The description has been
updated

MYSQL_DB_CONTAINER and
PGSQL_DB_CONTAINER
have been removed from
enum.

PgSQLLinkedSource,
PgSQLStagingSource,

disable, PgSQLVirtualSource,
start, stop MySQLLinkedSource,
MySQLStagingSource,
MySQLVirtualSource
publicKey Property redact-in-logs have
been removed.
Name Description
OracleExportTr Property
rmanFileSectionSizelnG
ansferStrategy | hasbeen added.
OracleStagings Property
datafileMountPath and
ource

archiveMountPath has
been added
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API object

TimeConfig

ValidateNTPParameter

S

AzureCertificateAuth

entication

Path

/service/time

NA (value
type)

NA (value
type)

Type

API Type

APl Type

APl Type

Continuous Data - Continuous Data Home

Name

TimeConfig

ValidateNTPPar

ameters

AzureCertifica
teAuthenticati

on

Description

Property
rootOperations has
been added.

Validate an NTP server
by querying it for the
time.

Client certificate for
authenticating to an
Azure vault.
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APl changes in Delphix 10.0.0.0
In Delphix 10.0.0.0, the new API version is 1.11.21. This section describes all API changes since API version 1.11.20,

which was released with Delphix 9.0. All URL paths are relative to

/resources/json/delphix.

What's changed?

API object

NfsConfig

OracleVirtualCdbSour

CE

PasswordVaultTestPar

ameters

SystemInfo

What's new?

API object

AzureAuthenticatio

n

AzureSecretsAuthen

tication

Path

/service/nfs

NA (value
type)

NA (value
type)

/System

Path

NA (value
type)

NA (value
type)

Type

Property

API Type

API Type

Property

Type

API Type

APl Type

Continuous Data - Continuous Data Home

Name

mountVer

sion

OracleVi

rtualCdbsS

ource

Password

VaultTest

Parameter

S

maxHeap$S
izeGb

Name

AzureAuth
enticatio

n

AzureSecr
etsAuthen

tication

Change

Property mountVersion
(enum) has been updated to
include NFSv4.

Removed property
nodelListeners.

Removed properties host and
port.

Maximum heap size of the
management application

Description

Parameters for authenticating
to an Azure vault.

Secret credential for
authenticating to an Azure
vault.
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API object

AzureVaultCredenti
al

AzureVaultTestPara

meters

AzureVault

HostedVaultTestPar

ameters

Path

NA (value
type)

NA (value
type)

NA (value
type)

NA (value
type)

Type

API Type

APl Type

API Type

API Type

Continuous Data - Continuous Data Home

Name

AzureVaul
tCredenti
al

AzureVau'l
tTestPara

meters

AzureVaul

t

HostedVau
1tTestPar

ameters

Description

The Azure vault based security
credential.

Azure password vault test
configuration.

Azure password vault
configuration.

Hosted password vault test
configuration.
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APl changes in Delphix 9.0.0.0

In Delphix 9.0, the new API version is 1.11.20. This section describes all APl changes since APl version 1.11.19, that

Continuous Data - Continuous Data Home

was released with Delphix 8.0.0.0. All URL paths are relativeto /resources/json/delphix.

What's changed?

APl object

MSSqlVirtualSource

CyberArkPasswordVau
1t

NamespaceFailoverPa

rameters

PasswordVault

TimeZone

Path

NA (value type)

NA (value type)

NA (